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Abstract. An encryption schemeis a procedure that enables two parties to securely com-
municate over a public channel, in such a way that if a malicious party intercepts the information
exchanged, it cannot extract the original message. In public key cryptography, the keys needed
to encrypt and decrypt are different, the encryption key being public, thus available to legitimate
and illegitimate users. Although encryption schemes are basic objects in public key cryptogra-
phy and have been studied since the birth of this subject, the current demanding security notions
and some recent developments in cryptanalysis makes designing encryption schemes an active
research area. In this work, encryption schemes withsemantic securityare studied. On the one
hand, new schemes are proposed and analysed and, on the other hand, some relevant previous
schemes are revisited.
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Introduction

Nowadays there is a widespread use of information technologies in many areas of the
world, and securing this exchange of information has become a crucial task. Cryptogra-
phy plays here a fundamental role. Concerned in the beginning with providing privacy
when two parties communicate over an insecure channel, the arrival ofpublic key cryp-
tography in the late 70’s extended the matters that cryptography can deal with. As
Oded Goldreich suggests in the introduction to [Gol01], “cryptography can be viewed
as concerned with the design of any system that needs to withstand malicious attempts
to abuse it”. In this section some basic concepts about modern cryptography are briefly
presented, as well as the topics to which our research is devoted.

Encryption schemes

An encryption schemeis a procedure that enables two parties to securely communicate
over a public channel, in such a way that if a malicious party intercepts the information
exchanged (commonly called ciphertext and denoted byc), it cannot extract the original
message (also called plaintext and denoted bym), while the intended recipient can
recover it efficiently. A little more formally, an encryption scheme consists at least
of an encryption algorithmEnc, run by the sender, with input a encryption keyek and
a messagem, and output a ciphertextc; and a decryption algorithmDec, run by the
receiver, with input a decryption keydk and ciphertextc, and output a stringm. The
minimal requirement these algorithms must satisfy is thatDec(dk,Enc(ek,m)) = m.

The main difference between a legitimate and illegitimate party is that the former is
in possession of the decryption keydk, which is kept secret. Generally, the parameters
that must be kept secret are contained in thesecret key. As is well-known, encryption
schemes are divided into two categories, depending on whether encryption and decryp-
tion keys coincide:symmetricor private-keyencryption schemes, whereek = dk, and
asymmetricor public keyencryption schemes, in whichek anddk are different. In this
work we study public key schemes, in which the encryption key is made public (hence
the name), i.e. available to all users, including the adversaries, while the decryption
key is only known by the recipient of the communication. The main advantage of an
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asymmetric scheme with respect to a symmetric scheme is that the parties do not need
to agree in a common key before communicating, but it has the disadvantage of be-
ing hundreds of times slower than symmetric schemes. For this reason, asymmetric
schemes are not suitable for ciphering long messages. A way to solve this problem is to
design a so-calledhybrid scheme, that is, a public key schemeHE obtained by securely
integrating an asymmetric schemePKE and a symmetric schemeSKE. In this case, the
asymmetric scheme is used to encrypt a keyκ, usually referred to assession key, while
the symmetric scheme encrypts the long message under keyκ.

Provable security

Parties in a cryptographic protocol are modeled as algorithms executed by a computer.
Specifying its computational capacity is a primary step to determine which tasks the par-
ties can efficiently perform. In other words, we look at cryptography from acomplexity-
theoreticpoint of view. Roughly speaking, efficient computations are those that can
be carried out by algorithms that run in polynomial time. In this context, some well-
defined problems arise that are conjectured to be unsolvable in polynomial time without
the knowledge of some secret information. These problems are used to design crypto-
graphic protocols, and will be referred to asatomic primitives.

To devise a way to prove formally that a given cryptographic protocol issecurehas
required a lot of effort from researchers. The techniques developed to solve this ques-
tion have led to the so-calledprovable securityparadigm. The idea of provable security
was introduced in the pioneering work of Goldwaser and Micali [GM84]. Bellare ex-
plains this paradigm in [Bel98] as follows: take some cryptography goal, like achieving
privacy via encryption. The first step is to make a formal adversarial model anddefine
what it means for an encryption scheme to be secure. With this in hand, a particular
scheme, based on some particular atomic primitive, can be analyzed from the point of
view of meeting the definition. Eventually, one shows that the scheme “works” via a
reduction. The reduction shows that theonly wayto defeat the protocol is to break the
underlying atomic primitive. In other words, there is no need to directly cryptanalyze
the protocol: if it were possible to find a weakness in it, there would be an unexpected
one in the underlying atomic primitive. So one might as well focus on the atomic prim-
itive; and if we believe the latter to be secure, we know without further cryptanalysis of
the protocol that the protocol is secure.

An important point in the last step is that in order to enable a reduction one must
also have a formal notion of what is meant by the security of the underlying atomic
primitive: which attacks exactly does it resist?

The main generic disadvantage of the schemes delivered by the standard provable
security approach is that they are inefficient. For this reason, standard makers did not
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take it into consideration and simply worked for several years by trial and error. Only
in the late nineties, when subtle attacks against standardized schemes were found in
[Ble98, CNS99, CHJ99], standard bodies were convinced this ad-hoc approach was not
correct. In this way, Bellare and Rogaway introduced in [BR93] the Random Oracle
Model (ROM), an idealized model of computation aiming to bridge the gap between
provable security and efficiency. In this model, concrete objects such as cryptographic
hash functions are treated astruly random functions. This allows us to derive secu-
rity proofs more easily and, usually, the schemes in this model are simpler and more
efficient. The problem is that the significance of a proof in the ROM is somewhat debat-
able, since hash functions are deterministic and hence not even probabilistic. For this
reason, security proofs using the ROM cannot be considered as actual proofs but rather
as heuristic arguments. The idea is that a proof in the ROM gives a good indication
about the security of a protocol and, in fact, several standardisation related efforts such
as NESSIE [Nes03] or ISO/IEC [Sho04] accept cryptographic protocols with proofs in
this model.

With the deployment of this model, the idea of a concrete or quantitative treatment
of security arises. One would like to derive concrete estimates from the proof: if a
reduction is efficient, the security loss is small and the existence of an efficient adversary
leads to an algorithm for solving the underlying mathematical problem, which is almost
as efficient. Then, the more efficient the reduction is, the shorter the key size of the
scheme. For this reason, the concrete security performance has become a very important
feature when evaluating a cryptographic protocol.

Our contributions

This thesis is devoted to the study of public key encryption schemes with semantic
security within the provable security paradigm. We deal with the design of new schemes
with appealing features as well as with the careful revision of some existing proposals.

The reader is assumed to be familiar with cryptography basics, but the main concep-
tual tools needed to describe our research are included in the exposition. In this sense,
this document is aimed at being self-contained. We emphasize that our approach is both
theoretical and practical, that is, we state definitions and theorems in a rigorous way,
but we have in mind that, in the end, these theoretical results must be applied in a real
setting. Therefore, cryptographic practice plays an important role in our discussions.

The rest of this work is organized as follows. In Chapter 1 the fundamental concepts
of provable security for public key encryption are presented. This includes basics from
probability and complexity theories, formal definitions of symmetric and asymmetric
encryption schemes, security notions and mathematical hard problems to build secure
protocols. For the sake of completeness, a model for hybrid encryption design, known
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as KEM-DEM methodology, is described. This model has gained wide acceptance in
the cryptographic community.

In Chapter 2, two new schemes with semantic security against passive adversaries in
the standard model are presented. Both schemes base their security in factoring related
hard problems and have a fast encryption. In the first place, we present Rabin-Paillier
scheme [GMMV02], whose encryption has one-wayness equivalent to factoring. We
also construct a new trapdoor permutation based on factoring, which has interest in
itself. The semantic security of the scheme is based on an appropiate decisional as-
sumption, named as Decisional Small2e-Residues assumption. The robustness of this
assumption is also discussed. We point out that an improvement of our results has been
presented in [KT03]. In the second place, an elliptic curve scheme is proposed, named as
Lifted-Rabin scheme [GMTV04]. It provides one-wayness equivalent to factoring and
faster encryption than the previous known semantically secure elliptic curve schemes.
Indeed, it is three times faster in encryption than the standard El Gamal scheme over
elliptic curves. On the negative side, its decryption procedure is quite slow and presents
large key sizes. We point out that several interesting techniques and cryptographic ob-
jects have been developed in its design. In this work some ideas from our previous
research in [GMMV03b, GMMV03c] have been used.

Chapter 3 is devoted to revisiting some of the most relevant asymmetric schemes
with semantic security against adaptive adversaries appearing in the literature. This
includes both widely used theoretical results as well as schemes for commercial appli-
cations. On the one hand, we identify some ambiguities in the security proof of the
popular conversion proposed by Fujisaki and Okamoto in 1999. From private and pub-
lic key encryption schemes with weak security, this conversion designs a hybrid scheme
with strong security. The importance of this conversion stems from the fact of being the
most used generic conversion to date in the literature. In doing so, we continue with
the careful revision of the provable security techniques initiated by Shoup in [Sho01],
where this author questioned some properties of the OAEP scheme [BR95], which were
accepted without proof. We modify the Fujisaki-Okamoto transformation to remove
the ambiguities detected, and to prove that the resulting conversion is secure using the
Random Oracle heuristic. The security proof is phrased using current widely accepted
proof techniques. We also improve the concrete security with respect to certain primi-
tives. This research has been published in [GMMV03a, GMMV04].

Furthermore, we re-evaluate the elliptic curve based KEMs presented to become
standards (for instance in ISO/IEC 18033 and in the NESSIE project) which are called
ACE-KEM, ECIES-KEM and PSEC-KEM. We analyse both their security properties
and performance when elliptic curves with efficiently computable bilinear maps are
used. It is also shown that ECIES-KEM arises as the best option among these KEMs
when such curves are used. This is remarkable, since NESSIE [Nes03] did not se-
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lect ECIES-KEM as a candidate for standardization. This work has been presented in
[GMV04].
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Chapter 1

Preliminaries

In this chapter we introduce the main tools needed to present our results. In this way,
Section 1.1 includes some concepts about probability and complexity theory and defi-
nitions of basic cryptographic objects that are used in subsequent sections. Section 1.2
deals with the formal definitions involved in public key encryption schemes, containing
also a widely accepted model for hybrid encryption. In Section 1.3, standard security
definitions for encryption schemes are presented, while in Section 1.4 some mathemat-
ical assumptions to be used in protocol design are described. Widely used as well as
recently proposed assumptions are included, some of them arising from this research.

1.1 Basic tools

Modern cryptography is a subject that takes basic ideas from probability and complexity
theories to build its core concepts. In this section, the key components we need from
these disciplines are presented. Most of this material resembles [DK02].

1.1.1 Finite probability spaces and random variables

Definition 1 (Probability space)

– A probability distribution(or simply adistribution) p = (p1, . . . , pn) is a tuple of
elementspi ∈ R, 0 ≤ pi ≤ 1, calledprobabilities, such that

∑n
i=1 pi = 1.

– A probability space(Ω, pΩ) is a finite setΩ = {ω1, . . . , ωn} with a probability dis-
tribution pΩ = (p1, . . . , pn); that is,pΩ(ωi) = pi. Ω is also called thesample space.

– An eventE in a probability space(Ω, pΩ) is a subsetE of Ω. The probability mea-

sure is extended to events:pΩ(E) =
∑
y∈E

pΩ(y).

1



2 CHAPTER 1. PRELIMINARIES

Typically the probability space consists of the set of all binary strings of a certain
length`, taken with the uniform probability distribution. That is, the sample space is
Ω = {0, 1}`, and each string is assigned with probability measure2−`. Let us denote by
{0, 1}∗ the set of all finite length binary strings.

Definition 2 (Conditional probability) Let(Ω, pΩ) be a probability space andA,B ⊆
Ω be events, withpΩ(B) 6= 0. Theconditional probabilityofA assumingB is

pΩ(A|B) =
pΩ(A,B)

pΩ(B)
,

where separating events by commas means combining them withAND.

Definition 3 (Random variable) Let(Ω, pΩ) be a probability space. A mapX : Ω −→
Y is called aY -valuedrandom variableonΩ. ThedistributionpX of a random variable
X is the image ofpΩ underX:

pX(y) = pΩ({ω ∈ Ω|X(ω) = y}) for y ∈ Y.

Considering the distribution of a random variableX : Ω −→ Y means considering
the distribution of the probability space induced as image onY byX. It is usual to look
at aY -valued random variable as a probability distribution overY .

Often in the literature the probability space is not specified when dealing with a ran-
dom variable. For example, we may say thatX is a random variable assigning values in
the set of all strings, so thatPr [X = 00] = 1

3
andPr [X = 0111] = 2

3
. It is assumed that

X depends on a certain probability space(Ω, pΩ), but it is not needed to further spec-
ify it. As mentioned before, this probability space consists of all strings of a particular
length. Typically, these strings represent random choices made by some randomized
process (see Section 1.1.2), and the random variable is the output of the process.

Definition 4 (Expected value) LetX be a random variable mapping to real numbers.
Then itsexpected valueor meanis E [X] =

∑
ω∈Ω

X(ω) · pΩ(ω).

Definition 5 (Joint distribution)

– LetX1, . . . , Xr be random variables, defined over some (finite) probability space
and each one with its image set.X1, . . . , Xr are calledjointly distributedif there is a
joint probability distributionpX ofX1, . . . , Xr, that is,

Pr [X1 = x1, . . . , Xr = xr] = pX(x1, . . . , xr).
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– The marginal distributionpi, 1 ≤ i ≤ r, is the image ofpX under the projection

πi : X1 × . . .×Xr −→ Xi, (x1, . . . , xr) −→ xi

which means

pi(xi) = pX(π−1
i (xi)), for 1 ≤ i ≤ r and xi ∈ Xi.

– They are calledindependentif and only if

pX(x1, . . . , xr) =
r∏

i=1

pi(xi) for all (x1, . . . , xr) ∈ X.

If x ∈ {0, 1}∗, then|x| denotes its length. IfX is a set andpX is a probability distri-
bution overX, thenx

pX← X denotes thatx has been randomly chosen fromX with the
distributionpX . In particular, the expressionx ← X implies the uniform distribution.
If D is aY -valued random variable, theny ← D or y

pD←− Y denote thaty has been
assigned a value fromY with distributionpD.

1.1.2 Some basics from complexity theory

Our aim is to present a core concept in modern cryptography, the concept of feasible
computations, that is, the class of computations we assume the parties in a protocol
can perform, both legitimate users and adversaries. Our definitions are not completely
formal but suffice for the standard purposes. The reason is that the formal approach
needs the concept ofTuring machine, a way to model adeterministic algorithm. This is
out of our scope, and we refer the interested reader to [HU79]. For us, a deterministic
algorithmA behaves like a mathematical mapping from strings to strings: applyingA
to the same inputx several times always yields the same outputy, which is computed by
a sequence of steps decided in advance by the programmer. In contrast, aprobabilistic
algorithmAmay yield different outputs when applied more than once to the same input
x. We emphasize that both the input and the output of an algorithm are represented as
bit strings.

Definition 6 (Probabilistic algorithm) Given an inputx, a probabilistic algorithmA
may toss a coin a finite number of times during its computation of the outputy, and
the next step may depend on the results of the preceeding coin tosses. The number of
coin tosses may depend on the outcome of the previous ones, but it is bounded by some
constanttx, for a given inputx. The coin tosses are independent and the coin is fair,
that is, each side appears with probability1/2.
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Remarks:
– Another way to view a probabilistic algorithmA is to consider the outcome of the

coin tosses as an additional input. We call the corresponding deterministic algorithm
AD the deterministic extensionof A, taking as inputs the originalx and a stringr
containing the coin tosses.

– Givenx, the outputA(x) is not a single constant value, but aY -valued random vari-
able, provided the outputs ofA are inY . Then, we can ask for the probability of
the event “A outputsy on inputx”. From the definition of a probabilistic algorithm,
the number of coin tosses for a givenx is bounded by a constanttx. We can assume
this number is exactlytx, and then coin tosses can be viewed as given by the uniform
distribution in{0, 1}tx . The probability of an outcomer is 1/2tx, and hence

Pr [A(x) = y] =
|{r ∈ {0, 1}tx | AD(x, r) = y}|

2tx
.

– Let pX be a probability distribution on the domainX of a probabilistic algorithmA
with outputs inY. Randomly selecting anx ∈ X with distributionpX and computing
A(x) can be viewed as a random variable overY . We can define then a probability
distribution overY :

pA,pX
(y) = Pr

[
A(x) = y | x pX← X

]
.

When describing the behaviour of a probabilistic algorithm, it is also useful to view
its running time for any inputx as a random variable, denotedTA(x). Let poly(`) be
the class of functionsp : Z+ → R+ upper bounded inZ+ by some polynomial inR[`].
Hereafter̀ denotes a positive integer.

Definition 7 (PPT algorithms) A probabilistic polynomial time (PPT)algorithm is a
probabilistic algorithmA, such thatTA(x) is bounded byP (|x|),whereP (`) ∈ poly(`).
The running time is measured as the number of steps in our model of algorithms, i.e. the
number of steps of the probabilistic Turing machine. Tossing a coin is one step in this
model.

Definition 8 (PT algorithm) A polynomial time (PT)algorithm is a a deterministic
algorithmA, such thatTA(x) is bounded byP (|x|),whereP (`) ∈ poly(`). The running
time is measured as defined above.

The following definition provides a useful tool to analyze the output distribution and
running time of particular algorithms.

Definition 9 (Expected running time) Theexpected running timeof a PPTalgorithm
A is defined asE [TA(x)], i.e the expected value ofTA(x), the random variable measur-
ing its running time.
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The concept of anegligible functionis a key step in order to define a feasible com-
putation.

Definition 10 (Negligible function) The class ofnegligible functionson a parameter
` ∈ Z+, denoted asnegl(`), is the set of functionsε : Z+ → R+ such that, for any
polynomialp ∈ R[`], there existsM ∈ R+ such thatε(`) < M

p(`)
for all ` ∈ Z+.

When an event happens with probability at least1 − ν(`), whereν(`) is a negligible
function, we say it occurs withoverwhelmingprobability. Roughly speaking, a com-
putation isfeasiblewhen it can be carried out by a PPT algorithm with overwhelming
success probability with respect to the size of the input. Formally,

Definition 11 (Feasible computation)A computational problemP is feasibleif there
exists aPPTalgorithmA such that for any instancex of P, A(x) yields the correct
answer with overwhelming probability with respect to|x|.

This definition may seem too restrictive, since we are asking thatP is feasible if and
only if any instance ofP can be correctly computed with probability almost 1. However,
the following lemma states that it suffices to correctly answer with probability1/2 plus
a non-negligible quantity.

Lemma 12 LetP,Q ∈ negl(`) andA be aPPTalgorithm which computes a function
f : X −→ Y , with

Pr [A(x) = f(x)] ≥ 1

2
+

1

P (|x|)
for all x ∈ X.

Then, by repeating the computationA(x) and returning the most frequent result, we
obtain aPPTalgorithmÃ, such that

Pr
[
Ã(x) = f(x)

]
≥ 1− 1

Q(|x|)
for all x ∈ X.

Proof: See [DK02] pp. 118–119.

Finally, we state and prove a useful lemma when dealing with two non-independent
calls to a probabilistic algorithm, which is a common situation in cryptographic reduc-
tions. In this case, it is no longer possible to use independence to compute the resulting
success probability. The proof is quite technical, and the reader can skip it without
affecting his/her understanding of the rest.
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Lemma 13 Consider a probabilistic algorithmA with inputx ∈ X, a surjective map
f : X → Y and a predicateP on the input and the output ofA (e.g.P (x,A(x)), which
is true ifA(x) is the correct output). Letε = Pr [P (x,A(x)) | x← X]. Then,

Pr
[
P (x1,A(x1)) ∧ P (x2,A(x2)) | x1 ← X; x2 ← f−1(f(x1))

]
≥ ε2

where the internal random coins used byA in the two calls are independent.

Proof : Let wy = Pr [f(x) = y | x← X] andεy = Pr [P (x,A(x)) | x← f−1(y)], for
y ∈ Y . Then

∑
y∈Y wy = 1 and

∑
y∈Y wyεy = ε.

Given the following experiment:x1 ← X; x2 ← f−1(f(x1)), then

Pr [P (x1,A(x1)) ∧ P (x2,A(x2))] =

=
∑
y∈Y

Pr [P (x1,A(x1)) ∧ P (x2,A(x2)) ∧ f(x1) = y] =

=
∑
y∈Y

Pr [P (x1,A(x1)) ∧ P (x2,A(x2)) | f(x1) = y] Pr [f(x1) = y]

But conditioning byf(x1) = y is equivalent to modifying the experiment intox1 ←
f−1(y); x2 ← f−1(y). So, in this probability space,x1 andx2 are identically distributed
independent random variables and

Pr [P (x1,A(x1)) ∧ P (x2,A(x2)) | f(x1) = y] = (Pr [P (x1,A(x1)) | f(x1) = y])2 = ε2
y

By using for instance the Cauchy-Schwartz inequality for a suitable weighted inner
product (i.e.a ·b =

∑
y∈Y wyayby), it is straightforward to see that

∑
y∈Y wyε

2
y ≥ ε2.

Observe that, although the two calls toA are not independent, they share part of the
input. There may be then a positive correlation between their outputs due to the map
f , which allows us to upper bound the success probability by the square of the success
probability on a single call.

1.1.3 Atomic primitives

Speaking informally, aone-way functionis a mapf : X −→ Y which is easy to
compute but hard to invert. It is infeasible to compute pre-images ofy ∈ Y. But if f is
intended to be used for encryption purposes, thenf must be a special one-way function,
called trapdoor one-way(TOW) function. Knowing some information, the trapdoor
information, it must be feasible to invertf , andf remains one-way only if this trapdoor
is kept secret. In order to define one-wayness, we have to consider not only single
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functions, but, more generally, families of functions defined over appropiate index sets.
In the following, the components needed to define a TOW function are described, while
the definition is given afterwards. The concept of a key pair generator, which plays a
central role hereafter, deserves special attention.

A polynomial size setis a set sequence,X = {X`}`∈Z+ , such that there exists a
functionpX(`) ∈ poly(`), andX` ⊆ {0, 1}pX(`) for all ` ∈ Z+. A sequence of proba-
bility distributionsD = {D`}`∈Z+ overX is polynomial time samplable(samplable for
short) if there exists a PPT algorithm samplingX` with distributionD` for all ` ∈ Z+.
A polynomial size setX is samplableif there exists a PPT algorithm that on input1`,
outputs a uniformly distributed random element inX`. To simplify the notation, here-
after asetand adistribution will denote apolynomial size setand apolynomial time
samplable distributionrespectively, and subindexes will be omitted whenever possible.

Definition 14 (Keypair generator) LetPK andSK sets be such thatPK` are all dis-
joint, and assume that the parameter` can be derived frompk ∈ PK` by a deterministic
PT algorithm. In this context,̀ is called thesecurity parameter. Assume also thatpk
can be obtained fromsk ∈ SK` by a deterministicPT algorithm. LetI be a samplable
probability distribution overPK×SK. The triple(PK, SK, I) will be called akeypair
generator.

Given a keypair generator, aset familyX is defined as{Xpk}pk∈PK and amap family
f : X → Z is defined as{fpk : Xpk → Zpk}pk∈PK . Notice that the elements inPK`

can be interpreted as indexes, although they provide more information. Therebypk is
public and characterizes the setsXpk, Zpk as well as the mapfpk. On the other hand,sk
is kept secret.

Finally we specify how we deal with PPT algorithms whose domainX is a joint
probability spaceX1X2 . . . Xr constructed by iteratively joining fibersXj|x1...xj−1

to
X1 . . . Xj−1, wherexj ← Xj|x1...xj−1

is the conditional distribution ofxj ∈ Xj|x1...xj−1
,

assumingX1 = x1, . . . , Xj−1 = xj−1. The notation

Pr
[
A(x1x2 . . . xr) = f(x1x2 . . . xr) | x1 ← X1, x2 ← X2|x1 , . . . , xr ← Xr|x1...xr−1

]
means the probability of the eventA(x1x2 . . . xr) = f(x1x2 . . . xr) if first x1 is randomly
chosen, thenx2, thenx3, ... , and so on.

Definition 15 (TOW function) Let (PK, SK, I) be a keypair generator, andX, Z be
set families. A map familyf : X → Z is called aTrapdoor One-Wayfunction (with
respect to the keypair generator) if:
– there exists aPT algorithm that on input(pk, x) outputsfpk(x) for all pk ∈ PK,
x ∈ Xpk.
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– there exists a map familyg : Z → X, g = {gsk : Zpk → Xpk} and aPT algorithm
that on input(sk, fpk(x)) outputsgsk(fpk(x)) = x, for all sk ∈ SK, x ∈ Xpk.

– for anyPPTalgorithmAOW,

Pr
[
fpk(AOW(pk, fpk(x))) = fpk(x) | (pk, sk)← I`; x← Xpk

]
∈ negl(`).

The following definition, based on [Poi00], is somewhat related to the notion of
probabilistic one-way encryption. Let(PK, SK, I) a keypair generator. LetX, Y, Z be
set families,f : X × Y → Z a family of injective maps andg : Z → X their partial
inverses, i.e.gsk(fpk(x, y)) = x for all possible pairs(pk, sk) generated byI and for all
x ∈ Xpk andy ∈ Ypk.

Definition 16 (TPOW function) The injective map family,f , is called aTrapdoor Par-
tial One-Way (TPOW)function (with respect to the keypair generator) if:

– there exists aPTalgorithm that on input(pk, x, y) outputsfpk(x, y) for all pk ∈ PK,
x ∈ Xpk andy ∈ Ypk.

– there exists aPTalgorithm that on input(sk, fpk(x, y)) outputsgsk(z) = (x, y) for all
sk ∈ SK and for all z ∈ Zpk.

– for anyPPTalgorithmAPOW,

Pr
[
APOW(pk, fpk(x, y)) = x | (pk, sk)← I`; x← Xpk; y ← Ypk

]
∈ negl(`).

The remaining definitions are important to state and to deal withdecisional assump-
tions(cf. Section 1.4), a crucial building block in modern cryptography.

Definition 17 (Polynomial indistinguishability) LetD1, D2 be probability distributions
over a setX. ThenD1 andD2 arepolynomially indistinguishable, denoted asD1 ≈ D2,
if for anyPPTalgorithmA∣∣Pr

[
A(1`, D1,`) = 1

]
− Pr

[
A(1`, D2,`) = 1

]∣∣ ∈ negl(`).

Property 18 LetD1, D2 be two families of probability distributions over a setX such
that D1 ≈ D2, and letg : X → Y be a bijection map such thatg and g−1 can be
computed in probabilistic polynomial time. ThenD1 ≈ D2 is equivalent tog(D1) ≈
g(D2).
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1.2 Encryption schemes

In this section the definitions of public and private key encryption schemes are given,
as well as the definitions of some cryptographic primitives that are needed to describe a
well known model for hybrid encryption.

1.2.1 Public and private key encryption schemes

Let us first define an asymmetric encryption scheme using the terminology introduced
in the previous section.

Definition 19 (Asymmetric encryption schemes)Let (PK, SK, I) a keypair genera-
tor. Anasymmetric encryption schemePKE consists of three algorithms

(PKE.KeyGen,PKE.Enc,PKE.Dec),

with setsM,R andC, with the following properties:

– The keys(pk, sk)← PKE.KeyGen(1`) are generated by using the sampling algorithm
for I.

– PKE.Enc is a PPTencryption algorithm which, on inputs a public keypk ∈ PK and
m ∈Mpk, runs on a randomnessr ∈ Rpk and returns a ciphertextc ∈ Cpk.

– PKE.Dec is aPTdeterministic decryption algorithm that, on inputs a secret keysk ∈
SK, andc, returns a stringm 1. We require that if(sk, pk)← PKE.KeyGen(1`), then

PKE.Dec(sk,PKE.Enc(pk,m, r)) = m for all (m, r) ∈Mpk ×Rpk.

Definition 20 (Symmetric encryption schemes)A symmetric encryption schemeSKE
consists of three algorithms(SKE.KeyLen, SKE.Enc, SKE.Dec), with the following prop-
erties:

– SKE.KeyLen is a PT algorithm which on input a security parameter1` returns a
positive integerSKE.KeyLen.

– SKE.Enc is aPTencryption algorithm with inputs a symmetric keyκ ∈ {0, 1}SKE.KeyLen

and a messagem ∈ {0, 1}∗, that is, an arbitrary length bit string. It outputs a cipher-
textc ∈ {0, 1}∗ with |c| = |m|.

1This string can be a special string, meaning there was a failure in the execution of the
algorithm. It will be referred to as the reject string or reject symbol.
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– SKE.Dec is aPTencryption algorithm with inputs a symmetric keyκ ∈ {0, 1}SKE.KeyLen

and a ciphertextc ∈ {0, 1}∗. It outputs a messagem with |m| = |c| or reject. We re-
quire the followingsoundnesscondition: for all `, for all κ ∈ {0, 1}SKE.KeyLen and
for all m ∈ {0, 1}∗

SKE.Dec(κ, SKE.Enc(1`, κ,m)) = m.

1.2.2 Hybrid encryption

We point out that the definition of an asymmetric encryption scheme implies that it
has a restricted message space given a security parameter. Moreover, practice shows
that asymmetric schemes are often hundreds of times slower than symmetric schemes.
Consequently, a useful approach to design an efficient asymmetric scheme is to build
a hybrid encryption schemeHE, where one uses asymmetric cryptographic techniques
to encrypt a session keyκ, which is then used to encrypt the actual arbitrary length
message using symmetric cryptography.

In the sequel, a model introduced in [CS, Sho04] for designing hybrid schemes is
presented. This model is built from two primitives: akey encapsulation mechanism
KEM and adata encapsulation mechanismDEM, which are defined next. AKEM is
an asymmetric primitive while aDEM is a symmetric primitive. Roughly speaking, a
KEM is a mechanism to encrypt and decrypt random session keys, while aDEM uses
this random key to efficiently encrypt and decrypt arbitrary length messages.

Definition 21 (Key encapsulation mechanisms)Let (PK, SK, I) a keypair genera-
tor. A key encapsulation mechanismKEM consists of three algorithms

(KEM.KeyGen,KEM.Enc,KEM.Dec),

along with setsK andC, with the following properties:

– The keys(pk, sk)← KEM.KeyGen(1`) are generated by using the sampling algorithm
for I.

– KEM.Enc is a PPTencryption algorithm which, on inputs a public keypk ∈ PK,
returns a symmetric-key/encapsulation pair(K,C0) ∈ K × C.

– KEM.Dec is a PT deterministic decryption algorithm that, on inputs a secret key
sk ∈ SK, and an encapsulationC, returns a symmetric keyK or reject. We require a
KEM to besound, that is, for all`, for all (pk, sk) ∈ PK` × SK` and for any output
(K,C0) of KEM.Enc

KEM.Dec(sk, C0) = K.
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A key encapsulation mechanism also specifies a positive integerKEM.KeyLen, i.e.
the length of the symmetric key in the output byKEM.Enc andKEM.Dec.

Definition 22 (Data encapsulation mechanisms)Adata encapsulation mechanismDEM
consists of three algorithms(DEM.KeyLen,DEM.Enc,DEM.Dec), with the following
properties:

– DEM.KeyLen(1`) specifies a key lengthDEM.KeyLen.

– DEM.Enc is aPT encryption algorithm which, on inputs a symmetric key

K ∈ {0, 1}DEM.KeyLen

and a plaintextm ∈ {0, 1}∗, returns a ciphertextC1 ∈ {0, 1}|m|.

– DEM.Dec is a PT deterministic decryption algorithm that, on inputs a symmetric
keyK ∈ {0, 1}DEM.KeyLen, and a ciphertextC1, outputs a plaintextm ∈ {0, 1}|C1| or
reject. We require the followingsoundnessproperty: for all`, for allK ∈ {0, 1}DEM.KeyLen

and for anym ∈ {0, 1}∗

DEM.Dec(K,DEM.Enc(K,m)) = m.

Definition 23 (Hybrid encryption scheme) A hybrid encryption schemeHE is a fam-
ily of asymmetric cyphers withM = R = C = {0, 1}∗ parametizered by the following
system parameters: a key encapsulation mechanismKEM and a data encapsulation
mechanismDEM. Any combination ofKEM and DEM may be used, provided that
KEM.KeyLen = DEM.KeyLen. The algorithms(HE.KeyGen,HE.Enc,HE.Dec),
are specified as follows:

(pk, sk)← HE.KeyGen(1`) C ← HE.Enc(pk,m) m← HE.Dec(sk, C)
1. (pk, sk)← KEM.KeyGen(1`) 1. (K, C0)← KEM.Enc(pk) 1. Parse C as (C0, C1);

2. C1 ← DEM.Enc(K, m) output reject otherwise
3. Set C = C0||C1 2. K ← KEM.Dec(sk, C0)
4. Output C 3. m← DEM.Dec(K, C1)

4. Output m
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A concrete DEM design

In the sequel, a concrete design of a data encapsulation mechanism from asymmetric en-
cryption schemeand aone-time message authenticacion code(MA) is described. First,
the definition of aMAC algorithm is given and then the particularDEM construction is
presented. Informally speaking, aMA algorithm allows us to verify the integrity of a
given string.

Definition 24 (Message authentication code)Aone-time message authentication code
MA is a scheme that defines two positive integersMA.KeyLen andMA.MacLen,
along with a functionMA.Eval. This function takes a symmetric keyκ′ and a string
T ∈ {0, 1}∗ as inputs, and computes as output a stringMAC of lengthMA.MacLen.

Definition 25 (DEM2) DEM2 is a family of data encapsulation mechanisms parame-
tizered by a symmetric encryption schemeSKE and a message authenticacion codeMA.
The valueDEM2.KeyLen is defined asSKE.KeyLen + MA.KeyLen. The algo-
rithms(DEM2.Enc,DEM2.Dec), are specified in Table 1.1:

C1 ← DEM2.Enc(K, m) m← DEM2.Dec(K, C1)
1. Parse K as K = κ||κ′, |κ| = SKE.KeyLen 1. Parse K as K = κ||κ′

and |κ′| = MA.KeyLen 2. If |C1| < MA.MacLen output reject
2. c← SKE.Enc(κ, m) 3. Parse C1 as C1 = c||MAC
3. MAC ← MA.Eval(κ′, c) where |MAC| = MA.MacLen
4. Set C1 = c||MAC 4. MAC ′ ← MA.Eval(κ′, c)
5. Output C1 5. If MAC 6= MAC ′ output reject

6. m← SKE.Dec(κ, c)
7. Output m

Table 1.1: DEM2 description

As we shall see in Section 1.3.2, the problem of designing data encapsulation mech-
anisms is essentially solved with this construction.

1.3 Security issues

In this section the most usual security notions for a encryption scheme are presented,
as well as the relations among them. For the sake of completeness, two fundamental
models arising from the cryptographic practice are covered.
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1.3.1 Asymmetric encryption security models

In order to treat the security of a cryptographic scheme rigorously one must specify two
things: thepower of the adversaryboth in terms of computation (time, memory etc.) and
in terms of access to the system, and whatbreakingthe cryptosystem means. An en-
cryption scheme access to the system means the type of attack (e.g. chosen plaintext or
chosen ciphertext), and breaking the encryption scheme should specify the functionality
the adversary has with respect to the plaintext. Examples of defining such functionali-
ties areone-wayness, semantic securityandindistinguishability of encryptions. We first
formalize the notion of one-wayness for an asymmetric cryptosystem.

Definition 26 (One-way -OW) Consider the following game that an adversaryAOW

plays against a system, using an asymmetric encryption schemePKE with security pa-
rameter1`.

1. The system runsPKE.KeyGen(1`), generating a keypair(pk, sk) and passes the
valuepk to the attackerAOW.

2. The system picks a messagem ← Mpk and calculates the challenge ciphertext
c? = PKE.Enc(pk,m). The system then passesc? back to the attacker.

3. The attacker outputs a guessm′ for the messagem.

Let

SuccAOW [PKE, `] = Pr

[
AOW(pk, c?) = m

∣∣∣∣ (pk, sk)← PKE.KeyGen(1`)
m←Mpk, c? ← PKE.Enc(pk,m)

]
.

PKE is said to beone-wayif for anyPPTattackerAOW, SuccAOW [PKE, `] ∈ negl(`).

The rigorous treatment of the security of encryption schemes was initiated in the
seminal work of Goldwasser and Micali [GM84], where they introduced two funda-
mental notions of security, semantic security and indistinguishability of encryptions.
Semantic securityis a computational analogue of Shannon’s definition of perfect se-
crecy [Sha49]. It requires that whatever information about the plaintext that one may
compute from the ciphertext and some a-priori information, it can be essentially com-
puted as efficiently from the a-priori information alone (this specific formulation was
suggested in [Gol93]). This definition is the most natural, because it directly addresses
the user’s concerns (i.e., that nothing can be gained by looking at the ciphertext). The
formalization we give here resembles [GLN02].

Definition 27 (Semantic security -SS) Consider the following game that a 2-stage ad-
versaryASS = (A1,A2) plays against a system, using an asymmetric encryption scheme
PKE with security parameter1`.
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1. The system runsPKE.KeyGen(1`), generating a keypair(pk, sk) and passes the
valuepk to the attackerASS.

2. The algorithmA1 generates aPT samplable distributionDpk overMpk and two
distinct PT computable functionsh, f : Mpk → {0, 1}∗. h specifies partial in-
formation (i.e. information leakage) regarding the plaintext that is given to the
adversary, andf specifies some information that the adversary claims to be able
to learn.

3. The system calculates the challenge ciphertextc? = PKE.Enc(pk,m), where
m← Dpk, and returns(h(m), c?) to the algorithmA2.

4. The attacker outputs a guessv ∈ {0, 1}∗ for f(m).

PKE is said to besemantically secureif for any 2-stagePPTattackerASS, there exists
a benign 2-stage adversaryASS = (A1,A2), which follows the same game except that
it is not given the ciphertext, and “performs as well” as the real attacker. That is,

Pr

A2(Dpk, h, f, h(m), c?) = f(m)

∣∣∣∣∣∣
(pk, sk)← PKE.KeyGen(1`)

(Dpk, h, f)← A1(pk)
m← Dpk, c? ← PKE.Enc(pk,m)

 <

Pr

[
A2(Dpk, h, f, h(m)) = f(m)

∣∣∣∣ (pk, sk)← PKE.KeyGen(1`)
(Dpk, h, f)← A1(pk), m← Dpk

]
+ µ(`),

whereµ(`) ∈ negl(`).

Notice that the benign adversary is given a perfectly secure encryption of the plaintext
m, that is, it is being given nothing.

Indistinguishability of encryptionsis a technical definition requiring that, for any
two messages, it is infeasible to distinguish the encryption of the first message from
the encryption of the second message. The importance of the technical definition of
indistinguishability of encryptions stems from the fact that it was shown to be equivalent
to semantic security in a certain attack scenario (cf. [GM84]), while being easier to work
with and reason about.

Definition 28 (Indistinguishability - IND) Consider the following game that a 2-stage
adversaryAIND = (A1,A2) plays against a system, using an asymmetric encryption
schemePKE with security parameter1`.

1. The system runsPKE.KeyGen(1`), generating a keypair(pk, sk) and passes the
valuepk to the attackerAIND.
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2. The algorithmA1 generates two distinct messagesm0,m1 ∈ Mpk with the same
length. Next, it submitsm0,m1 to the system.

3. The system

(a) Chooses a bitb uniformly at random from{0, 1}.
(b) Calculates the challenge ciphertextc? = PKE.Enc(pk,mb) and returns this

to the algorithmA2.

4. The attacker outputs a guessb′ for b. The attacker wins the above game ifb′ = b.

Let

AdvAIND [PKE, `] = 2×Pr

A2(m0,m1, c
?) = b

∣∣∣∣∣∣
(pk, sk)← PKE.KeyGen(1`)

(m0,m1)← A1(pk)
b← {0, 1}, c? = PKE.Enc(pk,mb)

−1.

PKE is said to haveindistinguishability of encryptionsif for any 2-stagePPTattacker
AIND, AdvAIND [PKE, `] ∈ negl(`).

There is a fourth goal for an encryption scheme, callednon-malleability.It was proposed
in [DDN91], and roughly speaking implies that given a ciphertext of a plaintext, any
adversary cannot construct another ciphertext whose plaintext is meaningfully related
to the initial one. It is not usual to work with this notion when dealing with encryption
schemes, and we do not formalize it here.

In the following we describe the most extended attack models that are currently
considered for an asymmetric encryption scheme.

Definition 29 (Attack models) The attack algorithmA runs in two stages: pre-challenge
and post-challenge. Let the attacker have access to an oracleO1 up until the challenge
is issued, and access to the oracleO2 after this time.

1. The attack is said to be achosen plaintext attack (CPA) if the oracles are both
trivial, i.e. O1 = O2 and both returnreject for any input.

2. The attack is said to be aplaintext checking attack (PCA) if both oracles, when
queried with a pair(m, c), return 1 ifc encryptsm and 0 otherwise.

3. The attack is said to be achosen ciphertext attack (CCA1) or lunchtime attack
if the oracleO1 decrypts messages (thereforeO1(c) = PKE.Dec(sk, c)) but the
oracleO2 is trivial.

4. The attack is said to be anadaptive chosen ciphertext attack (CCA2) if both ora-
clesO1 andO2 decrypt messages, with the exception that the oracleO2 returns
reject if it is queried on the challenge ciphertextc?.
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When the oraclesO1 andO2 are not trivial, they are referred to asdecryption oracles.
Of course, if any oracle is queried with an invalid input, that is, outside the correct
domain, then it is returnedreject.

The formalization of the first attack model was proposed in [GM84], the second in
[NY90] and the last one in [RS92]. Combining the goals and the attack modelsCPA,
CCA1, CCA2, we obtain nine security notions. The relations among them have been
studied in several works, and those with greater impact are [GM84, BDPR98, WSI02,
GLN02]. In the following diagram the implications among them are specified. For
instanceNM-CPA → IND-CPA means that any asymmetric encryption scheme that is
NM-CPA is alsoIND-CPA. Non-trivial implications appear with reference to the work
in which they were first shown.

SS− CCA2 IND− CCA2 NM− CCA2

SS− CCA1 IND− CCA1 NM− CCA1

SS− CPA IND− CPA NM− CPA

?

-
[WSI02]

?

-�

?

�
[BDPR98]

?

-
[WSI02]

?

�

?

�
[BDPR98]

-
[GM84]

� �
[BDPR98]

Relations among security notions

The standard security notion for a general purpose public-key cryptosystem isIND-
CCA2. The reason for this is that in [BDPR98] it was shown thatNM-CCA2 andIND-
CCA2 were equivalent security notions. In the works [WSI02, GLN02] it has been
shown that this notion is in fact very strong, since it turns out to be equivalent to
SS-CCA2, a claim that was implicitly assumed by many cryptographers without proof.
Hereafter,IND-CCA2 is referred asIND-CCA as well assemantic security against adap-
tive adversaries.

1.3.2 Security notions for KEM-DEM hybrid encryption

In Section 1.2.2 we presented a model for hybrid encryption, built from the lower level
primitives KEM and DEM. In the following, we describe some security requirements
for the components in a KEM-DEM hybrid scheme that lead to proving it semantically
secure against adaptive adversaries.
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Definition 30 (KEM IND-CCA security) An adversary against a key encapsulation mech-
anismKEM in anadaptive chosen ciphertext attackis aPPTalgorithmAKEM that takes
as input a security parameter1`, and plays the following attack game:

1. The adversary queries akey generation oracle,which computes

(pk, sk)← KEM.KeyGen(1`)

and returnspk.

2. The adversary makes a sequence of calls to adecryption oracle, submitting en-
capsulationsC of its choice, to which the decryption oracle responds with

KEM.Dec(sk, C).

3. The adversary queries anencryption oracle, which computes:

(K0, C
∗)← KEM.Enc(pk); K1 ← {0, 1}KEM.KeyLen; b← {0, 1}

and returns the pair(Kb, C
∗).

4. The adversary issues new calls to the decryption oracle, subject only to the re-
striction that a submitted ciphertextC 6= C∗.

5. The adversary outputsb′ ∈ {0, 1}.

For a PPTadversaryAKEM we define

AdvAKEM(`) :=
∣∣Pr

[
AKEM(1`) = 1 b = 0

]
− Pr

[
AKEM(1`) = 1 b = 1

]∣∣ .
We say that aKEM is secure against adaptive adversariesif for all AKEM the function
AdvAKEM(`) is negligible in`.

There are several transformations for building secureKEMs from well-known cryp-
tographic primitives, as shown in [Den03], but these proofs usually use heuristic argu-
ments. There are few practicalKEMs proven secure without heuristic reasonings, and
designing new ones is currently a challenging task. The following definitions deal with
the symmetric components in an KEM-DEM scheme.

Definition 31 (SKE passive security)An adversary against a symmetric schemeSKE
in a passive attackis aPPTalgorithmASKE that takes as input a security parameter1`,
and plays the following attack game:
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1. The algorithmASKE generates two distinct messagesm0,m1 with the same length.
Next, it submitsm0,m1 to anencryption oracle.

2. The encryption oracle generates a random keyκ of lengthSKE.KeyLen(1`), along
with a randomb ∈ {0, 1}, and encrypts the messagemb using the keyκ. The
adversary is given the resulting ciphertextc∗.

3. The adversary outputsb′ ∈ {0, 1}.

For a PPTadversaryASKE we define

AdvASKE(`) :=
∣∣Pr

[
ASKE(1`) = 1 b = 0

]
− Pr

[
ASKE(1`) = 1 b = 1

]∣∣ .
We say that aSKE is secure against passive adversariesif for all ASKE the function
AdvASKE(`) is negligible in`.

Definition 32 (MA security) A one-message attackadversary against a message au-
thentication codeMA is a PPTalgorithmAMA that takes as input a security parameter
1`, and plays the following attack game:

1. The algorithmAMA chooses a bit stringT, and submits it to anauthentication
oracle.

2. This oracle generates a random keyκ′ of lengthMA.KeyLen, computes

MA.Eval(κ′, T )

and returns the correspondingMAC value to the adversary.

3. The adversary outputs a list((T1,MAC1), . . . , (Tk,MACk)) of pairs of bit strings.

AMA hasproduced a forgeryif for some1 ≤ i ≤ k, we haveMACi 6= MAC and
MA.Eval(κ′, Ti) = MACi. For a PPTadversaryAMA we defineAdvAMA(`) as the prob-
ability thatAMA produces a forgery in the above game. We say that aMA is secure
against one-message attacksif for all AMA the functionAdvAMA(`) is negligible in`.

Definition 33 (DEM adaptive security) An adversary against a data encapsulation mech-
anismDEM in anadaptive attackis aPPTalgorithmADEM that takes as input a security
parameter1`, and plays the following attack game:

1. The algorithmADEM generates two distinct messagesm0,m1 with the same length.
Next, it submitsm0,m1 to anencryption oracle.
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2. The encryption oracle generates a random keyK of lengthSKE.KeyLen(1`),
along with a randomb ∈ {0, 1}, and encrypts the messagemb using the key
K. The adversary is given the resulting ciphertextc∗.

3. The adversary makes a sequence of calls to adecryption oracle, submitting ci-
phertextsc of its choice, to which the decryption oracle responds withDEM.Dec(K, c).

4. The adversary outputsb′ ∈ {0, 1}.

For a PPTadversaryADEM we define

AdvADEM(`) :=
∣∣Pr

[
ADEM(1`) = 1 b = 0

]
− Pr

[
ADEM(1`) = 1 b = 1

]∣∣ .
We say that aDEM is secure against adaptive adversariesif for all ADEM the function
AdvADEM(`) is negligible in`.

Theorem 34 LetSKE be secure against passive attacks andMA be secure against one-
message attacks. ThenDEM2 is a data encapsulation mechanism secure against adap-
tive adversaries.

Proof : See Theorem 4 in [CS].

In contrast toKEMs, the problem of designing secureDEMs is solved by the latter
theorem, since there are known ways to efficiently build secureSKEs andMAs using
well-known cryptographic techniques (cf. [CS, Sho04]).

Theorem 35 Let SKE be secure against passive attacks,MA be secure against one-
message attacks andKEM be secure against adaptive adversaries. LetDEM2 = (SKE,MA)
be the data encapsution mechanism obtained from Table 1.1. ThenHE = (KEM,DEM2)
is semantically secure against adaptive adversaries.

Proof : See Theorem 5 in [CS].

With this result, building secure hybrid encryption schemes is reduced to designing
secure key encapsulation mechanisms.

1.3.3 Beyond the standard model

Random Oracle Model

The tools to design and analyze encryption schemes presented so far are known as
the standard modelfor provable security. As explained in the introduction, design-
ing and proving secure practical asymmetric cryptosystems, as well as key encapsula-
tion mechanisms, has been shown to be quite a difficult task. With the exception of
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the works [CS98, CS02] by Cramer and Shoup, there has been little progress in this
area. For this reason, the idealised model of computation calledRandom Oracle Model
(ROM) was proposed by Bellare and Rogaway in [BR93], in which giving security
proofs is far easier than in the standard model. This model is discussed in the sequel.

A random oraclecan be viewed as a special type of random process or random se-
quence. The random oracle is defined through an idealised functionality that is closely
related to the random oracle simulations often used in the proofs of security. The fol-
lowing definition states what it is meant in this work by a random oracle.

Definition 36 (Random oracle) LetA be a samplable set. Arandom functionG overA
is a sequence of uniformly distributed independent random variables overA, indexed by
the elements of{0, 1}?. Notice that{0, 1}? can be viewed as an ordered set. Arandom
oracleoverA is an oracle that answers queries exactly as if the random functionG is
evaluated.

The main property of a random function is that the joint distribution ofqG variables
G(s) for distinct values ofs is the same regardless which values ofs are selected.
Thus, an efficient probabilistic algorithm can simulate this random function by means
of a tableTG storing all previous queries along with their answers. Any new (still
unanswered) query will be answered with a “fresh” random value, which is then stored
in TG. Schematically,

G(s)
1 if s ∈ TG; return TG(s); endif
2 g ← A
3 insert(s, g) in tableTG

4 return g

Then, in a security proof in the ROM, the adversary is given oracle access to one
or more random functions. This means it is given ablack-boxacces, i.e. it does not
evaluate the random function directly. In order to formalize internal random coins of
the random functions involved, a stepG ← R(A) must be added for each random
function at the beginning of the attack game.

Since random functions have exponential size description, in real implementations
they have to be adequately replaced by function families with polynomial size descrip-
tion, cryptographic hash functions being the most popular choice. This concrete spec-
ification will be included in the public data available to all parties in a protocol (e.g.
the public key of an encryption scheme). The resulting gap between a random function
and the function actually implemented in the protocol implies that security proofs are
not completely meaningful but a heuristic argument. In fact, several works (for instance
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[CGH98, GT03]) have found theoretical weaknesses in any real implementation of pro-
tocols proven secure in the ROM. However, these flaws are so contrived that they do not
affect protocols found in the literature. Research is currently being devoted to studying
the meaning of the ROM heuristic in protocols closer to real cryptographic uses, for
instance in [BBP04].

Side channel attacks

In complexity-theoretic cryptography, an adversary may attack a cryptographic algo-
rithm essentially only by exchanging messages with it. The adversary is given some
access to explicit inputs and/or outputs of the algorithm and is even given knowledge
of its internal code, except for the secret key. However, in the real world, computations
are physical processes, so an adversary may exploit the information leakage inherent to
the physical execution of an algorithm. Such attacks are commonly calledside-channel
attacks. Since side-channel attacks are outside complexity-theoretic cryptography, its
security tools do not protect against such attacks. In fact, there have been found real-
istic powerful attacks against widely used complexity-theoretic cryptographic schemes
(eg. [Koc96, KJJ99]). The development of a theoretical framework including security
against physical attacks is currently a challenging task in the cryptographic community,
and initial steps have been taken in some works, such as [MR04, GLM+04]. In this
work we only make an indirect use of these ideas.

1.4 Trusted mathematical assumptions and con-

crete security

In complexity-theoretic cryptography protocols, security is in the last instance based
on the existence of some problems that are conjectured to be unsolvable in probabilis-
tic polynomial time. They are theatomic primitivesin designing any protocol. Some
of these primitives are derived from mathematical objects, some others arise from the
cryptographic practice. For instance, the hardness of factoring belongs to the former
category, while assuming that using a block cipher with a random seed produces a pseu-
dorandom sequence belongs to the latter.

In the sequel we will focus on number theoretic hard problems, all of them well-
known and recently proposed. It is also discussed why they are assumed to be hard,
showing the best algorithms known to attack them. This leads to present the study
of concrete security, which is a crucial step when evaluating the security of any cryp-
tographic protocol used in practice. This security estimation enables us to relate the
expected time for solving the underlying problems and the key size in the scheme.
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The hardness assumptions dealt with are divided into three groups, namely,com-
putational, decisionaland gap assumptions. Roughly speaking, a computational as-
sumption is related to the hardness of computing a solution of a problem. A decisional
problem is related to the hardness of deciding if an instance of a problem has solution,
but it is not required to find any solution. In gap problems, one tries to compute a solu-
tion of a problem with the help of an oracle that solves the related decisional problem.
In every case, the concept of akeypair generator(see Definition 14) will play a funda-
mental role in the description of these problems. Regarding its origin, the mathematical
assumptions used in this work can be divided into two different families:factoringand
discrete logarithmbased assumptions. In the following, we assume the reader to be
familiar with arithmetic in rings and finite fields.

1.4.1 Factoring based assumptions

The schemes based on factoring use arithmetic inZn, wheren is some composite num-
ber. In almost all cases the ability to factor the numbern, also calledmodulus, implies
the ability to solve the hard problem. The description of a factoring-based assump-
tion strongly depends on the probability distribution induced overPK × SK by the
keypair generator. Let us first define the key sets for most of the factoring-based prim-
itives studied in this work. We shall define two keypair sets, the first one, written as
PKFAC × SKFAC, will be used forfactoring-likeschemes, and the second one, written
asPKRSA×SKRSA, for RSA-likeschemes. Although most of the objects we will define
are treated as mathematical entities, they must be representable as bit strings to fit in our
definition of PPT algorithms. The representations proposed in [IEE99] are valid for our
purposes.

Given a security parameter1`, we denote byPRIMES(`) the set of primes with
length` in its binary representation, andλ(n) = lcm(p− 1, q − 1) whenn = pq. Such
integers are usually called RSA modulus. Then, on the one hand,

PKFAC
` = {n | n = pq; p, q ∈ PRIMES(`)} and

SKFAC
` = {(n, p, q) | p, q ∈ PRIMES(`), n = pq};

while on the other hand,

PKRSA
` = {(n, e) | n = pq; p, q ∈ PRIMES(`), gcd(e, λ(n)) = 1}

and

SKRSA
` =

{
(n, e, p, q, d)

∣∣∣∣ p, q ∈ PRIMES(`), n = pq,
gcd(e, λ(n)) = 1, ed ≡ 1 modλ(n)

}
.

Before describing the usual distributions over these sets, we first note that a distribution
over a factoring keypair set can be transformed into a distribution over a RSA keypair
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set, and vice versa. In the first direction, we should choose a suitablee or d once the
values(n, p, q) are given; in the second direction, we simply take the values(n, p, q)
from the tuple(n, e, p, q, d). In the following, some distributions over these two keypair
sets are described, which will be denoted byIFAC when they are factoring-like, and by
IRSA in the RSA case. We simplify the notation by writing only the output overSK,
since by definition there exists a PT algorithm that retrievespk from sk. Moreover, in
this case this algorithm is completely trivial.

Definition 37 (Factoring-like distributions) The distributionsIFAC
clas , I

FAC
Blum, I

FAC
strong over

PKFAC × SKFAC, named asclassical, Blumandstrong-primes factoring distributions
respectively, are defined as follows:

• IFAC
clas on input a security parameter1` outputs(n, p, q) s.t.

p, q ← PRIMES (`/2), n = pq.

• IFAC
Blum on input a security parameter1` outputs(n, p, q) s.t.

p, q ← PRIMES (`/2), where p, q ≡ 3 mod 4, n = pq.

• IFAC
strong on input a security parameter1` outputs(n, p, q) s.t.

p, q ← PRIMES (`/2) wherep, q are strong primes, i.e.
p = 2p′ + 1 andq = 2q′ + 1 with p′, q′ prime numbers andn = pq.

There are several ways to implement algorithms with output close to the distributions
defined above. We refer to Annex A in [IEE99] for examples of standardized concrete
implementations.

Definition 38 (RSA-like distributions) The distributionsIRSA
clas , IRSA

prac and IRSA
Blum over

PKRSA × SKRSA, named asclassical, practicaland Blum RSA distributionsrespec-
tively, are defined as follows:

• IRSA
clas on input a security parameter1` outputs(n, p, q, e, d) s.t.

p, q ← PRIMES (`/2), e← Zλ(n), ed ≡ 1 modλ(n).

• IRSA
prac on input a security parameter1` outputs(n, p, q, e, d) s.t. e is chosen from a

given set of ’small’ prime integers, usually Fermat primes{3, 5, 7, 17, 257, 65537}.
Thenp, q ← PRIMES (`/2) s.t. gcd(e, p − 1) = gcd(e, q − 1) = 1, n = pq and
ed ≡ 1 modλ(n).
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• IRSA
Blum has the same output thanIRSA

prac except thatp ≡ q ≡ 3 mod 4.

We point out that cryptographers using theclassical RSA distributionin proving the
security of RSA-like schemes is a common situation, but they are actually thinking of
thepractical RSA distributionfor the implementation step. Therefore, if their schemes
are used in practice, the security is in fact related to the practical version, although
unstated. From a theoretical point of view,IRSA

clas is preferable toIRSA
prac . In the first case,

the parametersp, q ande, d are chosen almost independently, while in the second case
the primes are restricted to thosep, q such that the public exponente is coprime to
p − 1 andq − 1, and then some randomness is lost with respect to the first option. In
contrast,IRSA

prac is better for practical purposes, since using small size exponents leads to
very efficient encryptions. In fact, the RSA keypair generation algorithm proposed in
the standard [IEE99] uses the distributionIRSA

prac . Both distributions will be considered
hereafter, but preference will be given toIRSA

prac because of its significance in real life
implementations. Consequently, our approach is different from the usual expressions
found in the literature.

Computational factoring-based assumptions

Informally speaking, the general formulation of a computational factoring assumption
states that it is hard to factor the modulus, or to solve the RSA problem, induced by a
certain distribution over the corresponding keypair sets.

Assumption 39 (Factoring assumption)For everyPPTalgorithmA

Pr
[
A(1`, n) = (p, q) | (n, p, q)← IFAC

clas (1`)
]
∈ negl(`) .

where the probability is computed with respect to distributionIFAC
clas and the coin tosses

ofA.

Assumption 40 (Factoring Blum-RSA assumption)For everyPPTalgorithmA

Pr
[
A(1`, n) = (p, q) | (n, p, q, e, d)← IRSA

Blum(1`)
]
∈ negl(`) .

where the probability is computed with respect to distributionIRSA
Blum and the coin tosses

ofA.

Assumption 41 (RSA assumption)For everyPPTalgorithmA

Pr

[
A(1`, n, e, y) = x

∣∣∣∣ (n, p, q, e, d)← IRSA
clas (1`)

x← Z∗
n, y = xe

]
∈ negl(`) ,

where the probability is computed with respect to distributionIRSA
clas and the coin tosses

ofA.
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Assumption 42 (Practical RSA assumption)For everyPPTalgorithmA

Pr

[
A(1`, n, e, y) = x

∣∣∣∣ (n, p, q, e, d)← IRSA
prac (1`)

x← Z∗
n, y = xe

]
∈ negl(`) .

where the probability is computed with respect to distributionIRSA
prac and the coin tosses

ofA.

Remark 43 In the same way, one would define theBlum and strongfactoring assump-
tions using the distributionsIFAC

Blum andIFAC
strong respectively.

Decisional factoring-based assumptions

The following assumptions are described by means of a certain keypair distribution, but
it is possible to use any of the factoring-based distributions defined before. We have
chosen the most useful distributions in the rest of this work.

Assumption 44 (QR assumption)The probability distributionsD1,n, D2,n induced by
the following random variablesX1, X2 overZ∗

n are polynomially indistinguishable:

X1 = (n, y) where (n, p, q)← IFAC
clas (1`), x← Z∗

n, y = x2 modn ,

X2 = (n, y) where (n, p, q)← IFAC
clas (1`), y ← Z∗

n s.t.
(y
n

)
= 1.

where
( ·

n

)
is the Jacobi symbol. This assumption is calledQuadratic Residuosity (QR)

assumption.

Assumption 45 (BQR assumption)The probability distributionsD1,n, D2,n induced
by the following random variablesX1, X2 overZ∗

n are polynomially indistinguishable:

X1 = (n, y) where (n, p, q)← IFAC
Blum(1`), x← Z∗

n, y = x2 modn ,

X2 = (n, y) where (n, p, q)← IFAC
Blum(1`), y ← Z∗

n s.t.
(y
n

)
= 1.

where
( ·

n

)
is the Jacobi symbol. We call this assumptionBlum Quadratic Residuosity

(BQR) assumption.

Assumption 46 (DSeR assumption) The probability distributionsD1,n, D2,n induced
by the following random variablesX1, X2 overZ∗

n2 are polynomially indistinguishable:

X1 = (n, e, y) where (n, p, q, e, d)← IRSA
prac (1`), x← Z∗

n, y = xe modn2 ,

X2 = (n, e, y) where (n, p, q, e, d)← IRSA
prac (1`), y ← Z∗

n2 .

This assumption is calledDecisional Smalle-Residues (DSeR) assumption, and it was
first introduced in[CGHN01].
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Assumption 47 (DS2eR assumption) The probability distributionsD1,n, D2,n induced
by the following random variablesX1, X2 overQn2 are polynomially indistinguishable:

X1 = (n, e, y) where (n, p, q, e, d)← IRSA
BlumPrac(1

`), x← Qn, y = x2e modn2 ,

X1 = (n, e, y) where (n, p, q, e, d)← IRSA
BlumPrac(1

`), y ← Qn2 ,

whereQm denotes the set of quadratic residues modulo an integerm. This assumption
is calledDecisional Small2e-Residues (DS2eR) assumption, and it was first introduced
in [GMMV02] .

Gap factoring-based assumptions

Roughly speaking, the Gap-Rabin assumption states that no PPT algorithm can solve
the factoring problem, even with access to an oracle that solves the QR problem.

Assumption 48 (Gap-Rabin assumption)For everyPPTalgorithmA

Pr
[
A(1`, n) = (p, q) | (n, p, q)← IFAC

clas (1`)
]
∈ negl(`) .

even with access to an oracle that deterministically solves theQR problem, where the
probability is computed with respect to distributionIFAC

clas and the coin tosses ofA.

1.4.2 Discrete logarithm based assumptions

Problems related to the discrete logarithm are usually phrased in terms of a cyclic group
G = 〈g〉 whereg has prime orderp. Usually, these groups are obtained by taking
a large enough prime-order subgroup ofF∗

q, or a prime-order subgroup of an elliptic
curve defined overFq. Technically, since all groups of prime order are isomorphic, the
hardness of the problem depends not upon the group itself but upon the representation of
the group. For example, the discrete logarithm problem is thought to be hard in elliptic
curve subgroups, but is definitely easy in the group of integers modulop.

To describe the keypair sets of discrete logarithm problems we will use the notion
of group scheme. A group scheme is a setG = {G`} of group descriptions. A group
description(G, G, g, p) ∈ G` specifies a finite abelian groupG, along with a prime-
order subgroupG, a generatorg ofG and the orderp ofG, and there exists a polynomial
t ∈ poly(`) such that both the length of the strings representing the elements inG and the
bit length ofp are bounded byt(`). Then, keypair sets for discrete logarithm schemes
in their most basic and usual version are

PKG
` = {(G, G, g, p, h) | (G, G, g, p) ∈ G`, h ∈ G} and

SKG
` = {(G, G, g, p, h, u) | (G, G, g, p) ∈ G`, h ∈ G, u ∈ Z∗

p s.t. h = gu}.
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More generally, the elements inPKG
` are of the form(G, G, g, p, h1, . . . , hl), where

h1, . . . , hl ∈ G; while the elements inSKG
` have the form

(G, G, g, p, h1, . . . , hl, u1, . . . , ul),

whereu1, . . . , ul ∈ Z∗
p andui = logg hi. However, intractability assumptions will be

stated in terms of the basic version. We will present in the sequel two examples of
cryptographic group schemes: finite fields and elliptic curves. After that, some usual
distributions over these sets are described. For notational purposes,|G| denotes the
cardinality of a groupG.

Discrete logarithm groups and distributions

Definition 49 (Finite field groups) A finite field group schemeFF = {FF`} consists
of the following group descriptions:

• G is a finite fieldFq with |q| = `.

• G is a cyclic subgroup ofG with prime orderp.

• g is a generator ofG.

• u ∈ Z∗
p andh = gu ∈ G.

Before describing elliptic curve group schemes, we recall some basic facts about
elliptic curves that must be known in order to understand the rest of this section. There
are nice introductions to elliptic curves from a cryptographic point of view, for instance
[Men93, BSS99], while a standard reference with a mathematical treatment is [Sil86].

Assume thatFq has characteristic greater than 3. Anelliptic curveE over Fq is
defined by an equationy2 = x3 + ax+ b, wherea, b ∈ Fq and4a3 + 27b 6= 0. For finite
fields with characteristic 2 or 3, the equation defining an elliptic curve takes different
forms [Men93]. Thegroup of pointsof an elliptic curveE is the set of all solutions
(x, y) ∈ Fq × Fq, whereFq is the algebraic closure ofFq, together with a special point
O called the point at infinity. E is an abelian group with the pointO acting as its
identity element, and it is often written with additive notation. The addition formulas
for characteristic greater than 3 are as follows: letP = (x, y) ∈ E, then−P = (x,−y).
If Q = (x2, y2) ∈ E,Q 6= −P , thenP +Q = (x3, y3), where

x3 = λ2 − x1 − x2, y3 = λ(x1 − x3)− y1,

and

λ =


y2 − y1
x2 − x1

ifP 6= Q

3x2
1 + a
2y1

ifP = Q.
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The group ofFq rational pointsof E, denoted byE(Fq), consists of the points inE
having both coordinates inFq plus the pointO, and it is also an abelian group. A well-
known theorem of Hasse states that the cardinality ofE(Fq) is |E(Fq)| = q+1−t,where
−2
√
q ≤ t ≤ 2

√
q. The curveE is said to besupersingularif t2 = 0, q, 2q, 3q, 4q;

otherwise the curve isnon-supersingular. A result by Waterhouse [Wat69] states that
if q is a prime, then for eacht satisfying−2

√
q ≤ t ≤ 2

√
q there exists at least one

elliptic curveE overFq with |E(Fq)| = q + 1− t. There exists a similar result whenq
is a power of 2. We can now state the definition of an elliptic curve group scheme.

Definition 50 (Elliptic curve groups) An elliptic curve group schemeEC = {EC`}
consists of the following group descriptions:

• G is the group ofFq rational points of an elliptic curveE defined overFq.

• G is a cyclic subroup ofG with prime orderp such that|p| = `.

• P is a generator ofG.

• u ∈ Z∗
p andQ = uP ∈ G.

We point out a difference in the definition of finite field and elliptic curve group descrip-
tions: in the former the security parameter sets the binary length representation of the
elements in the groupG, while in the latter̀ sets the bits length of the cardinality of the
subgroupG. This difference will be explained when we study the computational effort
to solve discrete logarithms in each group.

Regarding the finite field case, we consider two possible distributions: in the first
place, a distribution that samples finite fieldsFq with q of any form. In the second place,
a distribution only consideringFq for strong primesq. Although we do not use these dis-
tributions in this work, we have decided to put them here for the sake of completeness.
As in the factoring case, only the output overSKFF is written.

Definition 51 (Finite field distributions) The distributionsIFF
clas andIFF

strong overPKFF×
SKFF, named asclassicalandstrong-primes finite field distributions, respectively, are
defined as follows:

• IFF
clas on input a security parameter1` outputs(Fq, G, g, p, h, u) wherep, q ←

PRIMES (`) s.t. q ≡ 1 mod p, g ← Fq generates ap order subgroupG, u ← Z∗
p

andh = gu ∈ G.

• IFF
strong on input a security parameter1` outputs(Fq, G, g, p, h, u) such thatq ←

PRIMES (`) is a strong prime, i.e.q = 2p+ 1,G is the set of quadratic residues
moduloq, g ← G is a generator ofG, u← Z∗

p andh = gu ∈ G.
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The algorithms described in Annexes A.16.1 and A.16.3 in [IEE99] have outputs that fit
into the distributionIFF

clas.
With respect to elliptic curve group distributions, there are a number of ways to

generate elliptic curve group descriptions. These include:

• Selecting an appropriate finite fieldFq. Then randomly select an elliptic curve
over the field (that is, randomly chosing the coeficients in its defining equation),
count the number of points on the curve using Schoof’s algorithm [Sch95], check
whether the number of pointsp is nearly prime with|p| ≥ `, and repeat until
appropriate parameters are found.

• Selecting an appropriate fieldFq, then select an appropriate group orderp, and
generate a curve over the field with this number of points using techniques based
oncomplex multiplication[AM93, LZ94].

• Selecting an elliptic curve from a special family of curves holding special proper-
ties (whose order is easily computable, with bilinear maps, etc.).

The first method, known asrandomly generation of elliptic curve domain parame-
ters, is the most conservative choice because it offers a probabilistic guarantee against
future attacks exploiting special properties. However, existing implementations of the
point counting algorithm by Schoof are less efficient than implementations of the other
parameter selection methods. The second method, known ascomplex multiplication
generation of elliptic curve domain parameters, generates parameters more efficiently
than the first method. The third method, known asgenerating elliptic curve domain
parameters from a special family, generates elliptic curve groups with particular prop-
erties, which may be efficient generation and efficient group operations, as in the Stan-
dards for Efficient Cryptography [Cer00a], or the existence of additional mathematical
objects, such as the Weil and Tate pairings for cryptographic purposes [Jou02]. How-
ever, despite their efficiency or special properties benefits, the second and third methods
should be used with some caution because they produce parameters which may be sus-
ceptible to future special-purpose attacks. In the next definition we introduce distribu-
tions associated with the first and second generation methods. As usual, only the output
overSKEC is written.

Definition 52 (Elliptic curve distributions) The distributionsIEC
rand andIEC

CM overPKEC×
SKEC, named asrandomand complex multiplication elliptic curve distributions, re-
spectively, are defined as follows:

• IEC
rand on input a security parameter1` outputs(E,G, P, p,Q, u) whereE is an

elliptic curve overFq, p is a prime s.t.|p| ≥ `, P ← E(Fq) generates thep order
subgroupG, u ← Z∗

p andQ = uP ∈ G. These parameters are obtained by the
random generation method.
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• IEC
CM on input a security parameter1` outputs(E,G, P, p,Q, u) whereE is an

elliptic curve overFq, p is a prime s.t.|p| ≥ `, P ← E(Fq) generates thep order
subgroupG, u ← Z∗

p andQ = uP ∈ G. These parameters are obtained by the
complex multiplication generation method.

Standardized algorithms for distributionIEC
rand can be found in [X9.99, X9.01], while for

IEC
CM can be found in [IEE99]. Concrete elliptic curve group descriptions with distribu-

tion IEC
rand and with Koblitz curves [Kob92] are suggested in [Cer00b].

Computational discrete logarithm based assumptions

Informally speaking, the general formulation of a computational discrete logarithm as-
sumption states that it is hard to solve the discrete logarithm or the Computational
Diffie-Hellman problem, induced by a certain distribution over finite field or elliptic
curve keypair sets. In the subsequent definitions, all probabilities are computed with
respect to a distributionIG and the coin tosses of a PPT algorithmA.

Assumption 53 (DL assumptions)For everyPPTalgorithmA

Pr
[
A(1`,G, G, g, p, h) = u | (G, G, g, p, h, u)← IG(1`)

]
∈ negl(`) .

It is calledDiscrete Logarithm (DL)assumption ifG = FF, andElliptic Curve Discrete
Logarithm (ECDL)assumption ifG = EC.

Assumption 54 (CDH assumptions)For everyPPTalgorithmA

Pr
[
A(1`,G, G, g, p, gu, gv) = guv | (G, G, g, p, h, u)← IG(1`), v ← Z∗

p

]
∈ negl(`) .

It is calledComputational Diffie-Hellman (CDH)assumption ifG = FF, andElliptic
Curve Computational Diffie Hellman (ECDH)assumption ifG = EC.

Decisional discrete logarithm based assumptions

Assumption 55 (DDH assumptions)The probability distributionsD1,`, D2,` induced
by the following random variablesX1, X2 are polynomially indistinguishable:

X1 = (G, G, g, p, gu, gv, guv) where (G, G, g, p, h, u)← IG(1`), v ← Z∗
p ,

X2 = (G, G, g, p, gu, gv, gw) where (G, G, g, p, h, u)← IG(1`), v, w ← Z∗
p ,

This assumption is calledDecisional Diffie-Hellman (DDH)assumption ifG = FF,
andElliptic Curve Decisional Diffie Hellman (ECDDH)assumption ifG = EC.
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Gap assumptions

Assumption 56 (Gap-CDH assumption)For everyPPTalgorithmA

Pr
[
A(1`,G, G, g, p, gu, gv) = guv | (G, G, g, p, h, u)← IG(1`), v ← Z∗

p

]
∈ negl(`) .

even with access to an oracle that deterministically solves theDDH problem inG. This
assumption is calledGap-CDHassumption ifG = FF, andGap-ECDHassumption if
G = EC.

1.4.3 Hardness of factoring and discrete logarithm prob-
lems

The problems on which the security of our schemes is based have been already formal-
ized. They areconjecturedto be unsolvable by PPT algorithms, and it is not known how
to prove that these problems are actually hard. Indeed, this issue is related to one of
the most famous open problems in complexity theory and mathematics, namely if P6=
NP (cf. [Gol01]). The best we can do is to estimate the hardness of these problems by
studying the computational complexity of the fastest attacks known against them.

Attacks against factoring and RSA problems

The fastest factoring algorithm published today is the General Number Field Sieve
(NFS), a variation of the original algorithm invented by John Pollard in 1988. NFS
can handle numbers of arbitrary form, including RSA moduli. On heuristic grounds the
NFS can be expected to require time proportional to

L[n] := e(1.9229+o(1)) ln1/3 n ln2/3(ln n)

to factor an RSA modulusn, where theo(1) term goes to zero asn goes to infinity. This
run time is calledsubexponentialin the input sizen because asn goes to infinity it is less
thannc for any constantc > 0. The storage requirements of the NFS are proportional
to

√
L[n].

With respect to solving RSA, the best known way to attack it, except for some par-
ticular cases (see [Bon99]), is to factor the modulusn, so it is usual to assume that
solving RSA requires roughly the same computational effort as factoring the modulus.
Nevertheless, there is evidence that breaking RSA cannot be equivalent to factoring, as
shown in [BV98].

Regarding decisional QR assumptions, the only way known to solve them is an-
swering the related computational problem, that is, computing square roots modulon.
But this problem is equivalent to factoring, so for practical purposes the computational
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complexity of QR problems is set to be similar to factoringn. However, since there is
no known reduction from factoring to solving QR, it is reasonable to trust the hardness
of the Gap-Rabin problem, but this problem has still not been studied in depth.

In the case of DSeR and DS2eR assumptions, the fastest attack known is to solve
its computational version, that is, we answer these problems by finding a solution of the
equationsxe = cmodn2 with c ∈ Z∗

n2, or x2e = cmodn2, with c ∈ Qn2 respectively.
So we are confronted with the problem of finding small solutions of low degree polyno-
mials. The best option is to apply the following result due to Coppersmith [Cop96]:

Theorem 57 LetN be an integer and letf(x) ∈ ZN [x] be a monic polynomial of degree
d. Then there is an efficient algorithm to find allx0 ∈ Z such thatf(x0) = 0 modN
and|x0| < N1/d.

In our case, given the equationsc = xe modn2 or c = x2e modn2, we must find a
rootx < n. Coppersmith’s result ensures this is efficiently computable (i.e. in polyno-
mial time) for all|x| < n2/e and|x| < n2/2e = n1/e respectively. For all valuesx greater
than this bound, there is at present no polynomial algorithm solving this problem when
the factorization ofn is unknown, despite much research in this topic (for instance in
[HG99, BD99, BDHG99, HG01]). Then for anye ≥ 5 ande ≥ 3, respectively, the
assumptions seem to be valid, with hardness depending on the size of the exponente.

Attacks against discrete logarithm problems

The discrete logarithm related to a group description(Fq, G, g, p) can be solved by com-
puting discrete logarithms inFq or in the subgroupG. In the first case, the best algorithm
known is a variation of NFS, referred as DLNFS, which finds a discrete logarithm inFq

in expected time proportional toL[p]. Furthermore, the subgroup discrete logarithm
can also be attacked by Pollard’sρ method [Pol78]. This method can be applied to any
group, as long as the group elements allow a unique representation, and the group law
can be applied efficiently, which is the case. The expected running time of Pollard’s
ρ method is exponential in the size ofq, namely1.25

√
q multiplications inFq, and its

storage requirements are very small. Then, solving DL requires subexponential time in
|q| and exponential time in|p|, and then|p| can be much smaller than|q|.

In the case of CDH, it is widely believed that it is equivalent to DL. Maurer and Wolf
have shown in several works explicit reductions from DL to CDH for many groups, as
can be seen in their survey [MW00]. Another point supporting this claim is that no group
for which CDH problem is substantially easier than DL problem has been exhibited up
to now. However there are still many groups for which this equivalence is still not
proven. For these reasons, CDH and DL are assumed to have similar complexity.
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The DDH problem appears to be easier than the CDH problem in general. For
instance, consider a subgroupG with order |G| = 2p wherep is a large prime, and
for which CDH is hard. Then, with probability3/4, the correct DDH tuple can be
recognized. The reason is that fromga, one can determineamod 2 by computing(ga)p

(see [MW00] for more details). Generally, the CDH problem can be hard in a groupG
if |G| containsat least one largeprime factor, whereas the DDH problem can only be
hard if |G| is free of small prime factors. There is no known reduction from CDH to
DDH but, as in the previous cases, they are assumed to have the same computational
complexity provided that DDH is believed hard to solve.

Attacks against elliptic curve discrete logarithm problems

The best algorithm to date for solving the ECDL problem related to a group description
(E,G, P, p), is an improved version of the Pollarρ-method, which takes about

√
πp/2

elliptic curve additions. Thus, solving ECDL requires time exponential in|p|. For this
reason ECDL-based schemes need smaller key sizes than factoring, RSA and DL based
schemes for the same level of security.

However, care must be taken when dealing with special families of elliptic curves.
Indeed there exist certain elliptic curves where it is possible to solve ECDL in subexpo-
nential time and even in polynomial time: supersingular and anomalous curves. An
elliptic curveE over Fq is said to beprime-field-anomalousif |E(Fq)| = q. Se-
maev [Sem98], Smart [Sma99] and Satoh and Araki [SA98] independently showed
how to compute efficiently an isomorphism betweenE(Fq), whereE is a prime-field-
anomalous curve, and the additive group ofFq. This gives a PT algorithm for ECDL in
E(Fq). The attack does not appear to extend to any other class of elliptic curves. Such
curves are then useless for cryptographic purposes.

Menezes, Okamoto and Vanstone [MOV93] used the Weil pairing on an elliptic
curveE to embed the groupE(Fq) in the multiplicative group of the fieldFqk for some
integerk, called theembedding degree. This reduces ECDL inE(Fq) to DL in F∗

qk . A
necessary condition forG to be embedded inF∗

qk is thatp dividesqk−1. Now inF∗
qk we

can use the DLNFS method with subexponential running timeL[qk]. For the case when
q is a power of 2 or whenq is prime andk = 1, there exist algorithms computing DL
with that computational complexity. No algorithm with running timeL[qk] is known
whenq is odd andk > 1, but we adopt the supposition that this time estimate is the
complexity of the discrete logarithm problem inF∗

qk for all q andk ≥ 1, as suggested in
[KMV00].

Note thatk must be less thanlog2 q, since otherwise the DLNFS algorithm forF∗
qk

will take exponential time in|q|. This is the case of supersingular curves, which are
known to havek ≤ 6. For these curves, the MOV reduction gives a subexponential-
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time algorithm for the ECDL. In contrast, for most randomly generated elliptic curves
(for instance, with distributionsIEC

rand or IEC
CM ) it turns out thatk > log2 q, so MOV

reduction does not threaten the security of ECDL in this case.
In order to prevent MOV reduction attacks, a good cryptographic practice when

selecting an elliptic curve is to check thatp does not divideqk − 1 for any1 ≤ k ≤ C,
which implies that the embedding degree is greater thanC. This checking is done, for
instance, in [IEE99, X9.99], and settingk = 20 is considered enough. Despite this,
curves with relatively small embedding degreek, for example6 ≤ k ≤ 20 are being
considered for cryptographic applications using efficiently computable non-degenerate
bilinear maps [Jou00, DBS04]. In this case, one must guarantee the infeasibility of
ECDL and DL inG andF∗

qk respectively.
With respect to ECDH and ECDL, the situation is similar to the finite field case.

There is even more evidence about the hardness of ECDH, since Boneh and Lipton
proved in [BL96] that if ECDL cannot be solved in subexponential time, then neither
can ECDH.

Things are quite different for ECDDH. It has been recently published [JN03] that
the hardness of ECDDH is a much stronger hypothesis than the hardness of the regular
CDH problem, describing reasonably looking cryptographic groups where ECDDH is
easy while ECDH is presumably hard. These groups are derived from the special fam-
ily of elliptic curves with bilinear maps. In contrast, ECDDH is believed to be hard
over randomly generated elliptic curves, where as usual it is assumed that ECDDH and
ECDL have similar complexity, even though no reduction has actually been presented.

1.4.4 Concrete security

As explained in the introduction, security proving works via a reduction: if we were
able to defeat a particular security level in an encryption scheme, then we would be able
to solve a conjectured unsolvable mathematical problem. But these equivalences hold
asymptotically, that is, they guarantee that for a sufficiently large security parameter1`

we would have a low probabilityε(`) when trying to break the protocol. However, when
a cryptographic scheme is used in practice, a fixed value`0 for the security parameter is
used, so we would have toquantifythe security for this particular value. This is the idea
behind concrete security.

At first glance, one must consider the computational effort that the fastest known
method needs to invest to solve a particular hard problem with a concrete security pa-
rameter. Since this information has been provided in the previous section, one could try
to derive particular values for the security parameter from these theoretical estimates.
However, this approximation is still incomplete, since a theoretically feasible attack
could be impractical or even infeasible in the real world, because of its memory storage
requirements or the resources needed to design a machine efficiently implementing it.
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The most satisfactory work dealing with this problem is [LV01] by Lenstra and Verheul.
They take into account not only cryptanalysis matters, but also the expected change in
computational resources available to attackers and its relation with the life span of the
key; economic considerations, etc.

To be consistent with the time units commonly used in the literature, we use the
sentencea problemP has a2t security levelto say that an attacker againstP , running
in time less than2t 3-DES encryptions2, has a “negligible” success probability. In Ta-
ble 1.2 we present some of the results obtained by Lenstra and Verheul. They must be
read in the following way: the first line in the table means that until the year 2012 a
computational effort equivalent to280 3-DES encryptions is assumed to be infeasible;
and that either factoring an RSA modulus with bit-length in the interval [1120,1464],
or computing the DL in a [1120,1464] bit-length finite field along with a 139 bit-length
subgroup, or solving ECDL in a elliptic curve subgroup with a length between 149 and
165 bits, requires a computational effort equivalent to280 3-DES encryptions. We stress
that this in indeed the current demmanded security level.

Year Symmetric Asymmetric key size FF subgroup Elliptic curve
key size and field size size key size

2012 80 [1120,1464] 139 [149,165]
2026 90 [1792,2236] 160 [170,205]
2040 101 [2656,3214] 179 [191,244]
2050 109 [3392,4047] 193 [206,272]

Table 1.2: Cryptographic key sizes

Another issue of interest for the study of concrete security is the efficiency of a
reduction. This is defined as the relationship between anattackerwho breaks the cryp-
tosystem with probability at leastε in time t, doing less thanqD calls to a decryption
oracle, and less thanqH calls to an oracle for a hash function; and the implied(t′, ε′)
solveragainst the corresponding trusted cryptographic assumption. Such an attacker is
referred to as a(t, ε, qD, qH) attacker for short. Then, the security reduction istight if
t′

ε′
≈ t

ε
, andnot tight if t′

ε′
> qD

t
ε
. It is also stated that a scheme isvery tightif ε ≈ ε′

andt′ is equal tot plus a linear quantity in the number of oracle calls. The tighter the
reduction is, the smaller the gap between the computational efforts needed to break the
scheme and to solve the underlying problem. This has a great impact on the efficiency
of the scheme, since a tight security reduction allows us to use smaller security parame-
ters. For instance, if the security reduction to factoring of some cryptographic protocol
is very tight, then the use of a 1464-bit length RSA modulus makes the protocol secure
against adversaries with running time bounded by280 3-DES encryptions. In contrast, if

23-DES is a very popular symmetric encryption scheme.
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the reduction is not tight, the key length must be notably increased. This is the case for
the RSA-OAEP scheme reduction in [FOPS01], in whicht′ ≈ t + q2

H · `3 andε′ ≈ ε2,
and then an RSA modulus with more than 4000-bit long is needed to attain the same
security level [Poi02].



Chapter 2

Semantically Secure Encryption
Schemes against Passive
Adversaries

In this chapter, new schemes with semantic security against passive adversaries in the
standard model are presented and analysed. Both schemes base their security on factor-
ing related hard problems and have a fast encryption.

2.1 Rabin-Paillier Encryption Scheme

Designing practicalIND-CCA schemes in the standard model is quite a difficult task.
The most appealing approach used up to now is found in [CS98] and [CS02]. In this set-
ting, the security of the proposedIND-CCA schemes is only based on number-theoretic
decisional assumptions. The technique used in [CS98] and [CS02] is to improve exist-
ing IND-CPA schemes under appropiate and widely accepted decisional assumptions,
obtainingIND-CCA schemes based on the same assumptions and without significantly
degrading their efficiency. There exist three different realizations in this setting, which
are based on the Decisional Diffie-Hellman, Decision Composite Residuosity [Pai99]
and the classical Quadratic Residuosity assumptions respectively. It would be of great
interest to constructIND-CCA schemes from the RSA and Rabin-Williams primitives
in this model. A decisional assumption’s candidate for the RSA scheme was proposed
in the modification of Paillier scheme [CGHN01], and the proof of the equivalence be-
tween the one-wayness of this scheme and the RSA scheme was presented shortly after
in [CNS02]. The validity of this new assumption deserves further study and developing
anIND-CCA scheme from it remains an open problem. As far as we know, no decisional
number-theoretic problem for the Rabin-Williams primitive has been proposed.

37
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Our results

In first place, we construct a new trapdoor permutation based on factoring, which has in-
terest on its own. Trapdoor permutations play an important role in cryptography. Many
theoretic schemes use this object as a building block, in such a way that any trapdoor
permutation can be easily transformed intoIND-CCA ciphering (although very impracti-
cal), signature, or authentication schemes, for instance. Despite this fact, few candidate
trapdoor permutations are known, and fewer that are as secure as factoring (cf. [PG97]).
The new trapdoor permutation is obtained from a modification of RSA-Paillier’s trap-
door permutation [CGHN01], which is reminiscent from the modifications applied by
Rabin [Rab79] and Williams [Wil80] to RSA cryptosystem. Then, using this new
function as a primitive, we design a new cryptosystem which is one-way under the
Blum-RSA factoring assumption, andIND-CPA under the Decisional Small2e-Residues
(DS2eR) assumption. We call itRabin-Paillier scheme. We summarize hereafter the
main features of the proposed scheme:

• We take profit of the nice characteristics of Rabin schemes and overcome their
drawbacks, by using the Rabin-Williams function to hide the randomness. More
precisely, the encryption of a messagem ∈ Zn with randomnessr ∈ Qn is defined
asE(r,m) = r2e +mnmodn2, wheree is an integer of small size.

• It is remarkable that the scheme allows to encrypt arbitrary messages with a very
simple procedure, that does not depend further on the form of the message to be
enciphered, which was the case for the previous Rabin based schemes. Besides,
the efficiency is similar to that of plain RSA.

• The scheme isIND-CPA under the Decisional Small 2e-Residues assumption
(DS2eR).

Although the scheme is obtained by a simple modification of the RSA-Paillier sch-
eme, this modification deeply influences the underlying mathematical structure. This
was in turn the case of RSA-Paillier scheme with respect to the original Paillier scheme
[Pai99]. The main difference is that the one-wayness of the new scheme is equivalent
to factoring, and independent of the size of the exponente. This is also the case for the
Rabin-Williams primitive, a fact that has raised some doubt on the usefulness of taking
e > 1. We show that using such an exponent value is meaningful since its size plays a
crucial role in the hardness of our new decisional assumption. We are not aware of any
previous result showing an utility fore > 1 in Rabin-Williams function.

We can compare our scheme with the Okamoto-Uchiyama’s scheme (OU) [OU98],
which we briefly recall in the following. For a security parameter1`, the public key is
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(n, g, h, `), wheren = p2q with p, q ← PRIMES (`); g ∈ Z∗
n is such that the order

of gp−1 in Z∗
p2 is p, andh = gn modn. Then, the encryption function takes a message

0 < m < 2`−1, randomnessr ← Zn and computes the ciphertextC = gmhr modn.
Finally, the decryption algorithm computes

m =
L(Cp−1 mod p2)

L(gp−1 mod p2)
mod p, where L(x) =

x− 1

p
.

The one-wayness of OU is equivalent to factoringn = p2q, whereas in our case is
equivalent to factoringn = pq, which is the classical factoring assumption. Our scheme
is drastically more efficient in ciphering, since OU presents an encryption cost propor-
tional to the lenght of the modulusn. For instance, an exponent valuee = 17 can
be safely used in our scheme, and then only 6 multiplications modulon2 are needed
to encryptm ∈ Zn. Besides, our scheme presents an expansion factor 2, while OU’s
expansion factor is 3. However, OU scheme is homomorphic, and more efficient in
decryption than ours.

It makes also sense to compare our scheme with the efficient Blum-Goldwasser
(BG) IND-CPA scheme [BG85]. Its semantic security is based on the Blum factoring
assumption, that is, a computational assumption. Roughly one hundred squares modulo
n are needed to encryptm ∈ Zn and the expansion factor is 2 (see Section 8.7.2 in
[MvOV97]). Its decryption time is similar to RSA. Thus, our scheme is roughly ten
times faster in encryption than BG scheme while presenting the same expansion factor,
but 2 times slower in decryption.

The main drawback of our scheme is that, as well as in the previous schemes with
one-wayness equivalent to factoring, there exist a chosen ciphertext attack that com-
pletely breaks the scheme. It remains an open problem to further study the validity of
the DS2eR assumption and to modify our scheme to achieveIND-CCA security under
the DS2eR assumption in the standard model.

2.1.1 Some previous schemes and related trapdoor permu-
tations

In this section, we briefly recall some previous schemes and related trapdoor permu-
tations, from which we will derive the new trapdoor permutation based on factoring,
and the scheme we propose. We denote byRSA[n, e] the RSA function with public
exponente, i.e. RSA[n, e](x) = xe modn, x ∈ Z∗

n.
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Rabin function

Let p, q be two different primes with equal length,n = pq. Rabin proposed in [Rab79]
a provably secure cryptosystem based on the modular squaring function

Z∗
n −→ Qn

x 7−→ x2 modn .

It is well known that modular squaring is a trapdoor one-way function assuming that
factorisation of large numbers is infeasible. However, modular squaring is a 4 to 1
function, so a ciphertext is not uniquely decrypted. In order to avoid this drawback and
to speed up the decryption algorithm (i.e. the computation of square roots modulon),
the following proposal by Blum and Williams can be considered:

Blum-Williams function

Let p, q be (different) primes with equal length,p ≡ q ≡ 3 mod 4, n = pq. The squaring
function restricted toQn, i.e.

Gn : Qn −→ Qn

x 7−→ x2 modn

is a trapdoor one-way permutation if factoring large numbers is infeasible. Then, if we
restrict the set of messages toQn, a ciphertext will be uniquely decrypted. However,
this is not suitable for real applications, since it does not allow to encrypt arbitrary
messages. To decryptc ∈ Qn one has to computeG−1

n (c), i.e. the elements ∈ Qn

such thats2 = cmodn. Let us briefly recall how to make this computation (see [Til99]
for a nice account on this). Assume that we know the factorisation ofn = pq, where
p ≡ q ≡ 3 mod 4. We first compute the numbersf = c

p+1
4 mod p andg = c

q+1
4 mod q,

which are the square roots ofc modulop and moduloq that are quadratic residues to
their respective modulus. Then, by using the Chinese Remainder Theorem, we obtain
ans ∈ Qn such thats2 = cmodn.

Rabin-Williams function

Let p, q be (different) primes with equal length,p ≡ q ≡ 3 mod 4, n = pq and e
a public RSA exponent (i.e. an integer such thatgcd(e, λ(n)) = 1, whereλ denotes
Carmichael’s function). The map

We : Qn −→ Qn

x 7−→ x2e modn
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is also a trapdoor one-way permutation, assuming that factoring large numbers is infea-
sible, since a perfect reduction to the Blum-Williams function inversion problem can be
done as follows. Givenc = Gn(x) = x2 modn, x can be retrieved fromce modn =
x2e modn by inverting the Rabin-Williams function with some non-negligible probabil-
ity.

RSA-Paillier function

Catalano et al. proposed in [CGHN01] a mix of Paillier’s scheme [Pai99] with RSA
scheme, in order to obtain anIND-CPA cryptosystem in the standard model with effi-
ciency similar to that of RSA cryptosystem. It is based on the permutation

Ee : Z∗
n × Zn −→ Z∗

n2

(r,m) 7−→ re(1 +mn) modn2,

wherep, q are distinct primes with the same length,n = pq, and e ∈ Zn is such
that gcd(e, λ(n2)) = 1. The encryption schemeEe(r,m) with randomnessr ∈ Z∗

n is
semantically secure under the Decisional Smalle-Residues assumption.

Sakurai and Takagi claimed in [ST02] that deciphering RSA-Paillier scheme with
public exponente is actually equivalent to inverting the original RSA[n, e] function.
However, Catalano, Nguyen and Stern found a flaw in the proof by Takagi and Sakurai,
and they proposed in [CNS02] an alternative proof of the claim in [ST02]. Therefore,
RSA-Paillier scheme is a practical semantically secure RSA-type scheme in the standard
model.

2.1.2 New trapdoor permutation based on factoring

In this section we present a new length-preserving trapdoor permutation based on fac-
toring, i.e. a length-preserving bijection that is one-way assuming that factoring large
integers is hard. It is worthwhile to remark that as well as ours, all previous trapdoor
permutations provably secure are based on the factoring problem [PG97]. In this con-
text, we say a cryptographic scheme is provably secure if it is proven to be as secure as
the underlying primitive problems (i.e., discrete logarithm or factoring problems). To
the best of our knowledge, only two length-preserving provably secure trapdoor per-
mutations exist, namely, the Rabin-Williams permutation, and another one proposed by
Gong and Harn in [GH99].

A new trapdoor permutation

Let (n, p, q, e, d)← IRSA
Blum(1`) for some security parameter1`, and

Fe : Qn × Zn −→ Qn2
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(r,m) 7−→ r2e +mnmodn2.

Proposition 58 Fe is a well-defined length-preserving bijection.

Proof: From the Hensel-lifting, the set of quadratic residues modulon2 can be alter-
natively defined asQn2 = {x + yn | x ∈ Qn , y ∈ Zn} . Then if c = Fe(r,m) =
r2e +mnmodn2, with r ∈ Qn, m ∈ Zn, it is obvious thatcmodn = r2e modn ∈ Qn,
which implies thatFe is well-defined.

To prove thatFe is bijective it suffices to show that it is injective, because, from
the alternative definition ofQn2, we deduce that the setsQn × Zn andQn2 have the
same number of elements. Let us suppose thatFe(r0,m0) = Fe(r1,m1). Thenr2e

0 =
r2e
1 modn, and since squaring and computinge-th powers modulon, with gcd(e, λ(n)) =

1, are bijections overQn, we conclude thatr0 = r1 modn. This impliesm0n =
m1nmodn2, som0 = m1 modn.

Finally, Fe is length-preserving, since the natural bit representation of an arbitrary
element either inQn × Zn or inQn2 has length2dlog2 ne.

In the sequel we prove that invertingFe is as difficult as factoring the modulusn.

Assumption 59 Gn isTrapdoor One-Waywith respect to the keypair generator(PKRSA,
SKRSA, IRSA

Blum), that is, for everyPPTalgorithmA,

Pr
[
A(1`, n, c) = r | (n, p, q, e, d)← IRSA

Blum, r ← Qn, c = r2 modn
]
∈ negl(`).

Proposition 60 Gn is TOW if and only if theBlum-RSA factoringassumption holds.

Proof :
(⇒) Let us suppose that the Blum-RSA factoring assumption does not hold. Then

there exists aPPT algorithm that factorsn = pq with a non-negligible probabilityε.
Givenc ∈ Qn and knowingp andq, computexp = x

p+1
4 mod p andxq = x

q+1
4 mod q.

Then, using the Chinese Remainder Theorem,x ∈ Z∗
n is obtained such thatx2 =

cmodn andx ∈ Qn with probabilityε.

(⇐) Let us assume thatGn is not TOW. Then, there exists aPPTalgorithmA such
that givenc← Qn returnsx ∈ Qn, such thatx2 = cmodn, with probabilityε. We first
randomly choosēx ∈ Z∗

n such that( x̄
n
) = −1, and computec = x̄2 modn, which is

uniformly distributed inQn. LetA(n, c) = x ∈ Qn. We claim thatgcd(n, x− x̄) = p or
q. Notice thatx̄ satisfies (I){( x̄

p
) = 1 and( x̄

q
) = −1} or (II) {( x̄

p
) = −1 and( x̄

q
) = 1}.
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Since(x
p
) = (x

q
) = 1, and(−1

p
) = (−1

q
) = −1, then in case (I)̄x = xmod p and

x̄ = −xmod q, while in (II) x̄ = −xmod p and x̄ = xmod q. Therefore the claim
holds, andn is factored with probabilityε.

Assumption 61 Fe is TOW with respect to the keypair generator(PKRSA, SKRSA,
IRSA
Blum), that is, for everyPPTalgorithmA,

Pr

[
A(1`, n, e, c) = (r,m)

∣∣∣∣ (n, p, q, e, d)← IRSA
Blum

r ← Qn, m← Zn, c = Fe(r,m)

]
∈ negl(`).

Proposition 62 Fe is aTOWpermutation with respect to the keypair generator(PKRSA,
SKRSA, IRSA

Blum), if and only if theBlum-RSA factoringassumption holds.

Proof :
(⇒) Let us suppose that the Blum-RSA factoring assumption does not hold. Then

there exists a polynomial time algorithm that factorsn = pq with a non-negligible prob-
ability ε. Knowing p and q, one can computed ∈ Z∗

n s.t. de ≡ 1 modλ(n), since
gcd(e, λ(n)) = 1. For anyc ∈ Qn2 we can also computer = G−1

n (cd modn) =
G−1

n (r2 modn), andm ∈ Zn from the equalitymn = c− r2e modn2. These values are
such thatFe(r,m) = c, so we can invertFe on c ← Qn2 with non-negligible success
probabilityε, which implies thatFe is not one-way.

(⇐) Let us suppose thatFe is not one-way. Recall thate is a prime Fermat num-
ber (or has been chosen from some particular known set) and thatgcd(e, λ(n)) = 1.
The goal is to show that aPPTalgorithm that invertsFe on a random input can be trans-
formed into another algorithm that inverts Blum-Williams permutationGn. Assume then
we are given a security parameter1`, an integern andc ∈ Qn with the distributions de-
scribed in assumption 59. Letc′ = ce +mnmodn2, wherem← Zn. Then, sincec was
uniformly chosen inQn and the map

Qn × Zn −→ Qn2

(c,m) 7−→ ce +mnmodn2

is a bijection, we deduce thatc′ is uniformly distributed inQn2. Let(r,m′) = A(1`, n, e, c′),
whereA is the algorithm that invertsFe on a random input with a non-negligible prob-
ability ε. If A gives the correct answer, thence + mn = r2e + m′nmodn2. Reducing
this equality modulon, we haver2e = ce modn, which is equivalent toc = r2 modn,
sincegcd(e, λ(n)) = 1. ThenG−1

n (c) = r with probabilityε. Applying Proposition 60
n is factored with probabilityε.
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2.1.3 Rabin-Paillier scheme

Using the permutationFe as a primitive, we are able to develop the following encryp-
tion scheme, which we call Rabin-Paillier scheme.

Key generation. Given a security parameter1`, (pk, sk) ← IRSA
Blum(1`), that is,pk =

(n, e) andsk = (n, p, q, e, d). Let us observe that the integere satisfygcd(e, λ(n)) = 1.
In order to be able to prove that one-wayness is equivalent to factoring, as well as se-
mantic security, we need in addition thatgcd(e, n) = 1 ande > 2 respectively. Since
λ(n2) = nλ(n), the first condition impliesgcd(e, λ(n2)) = 1. Notice that for real se-
curity parameters these additional requirements are trivially satisfied in the distribution
IRSA
Blum as long ase is a small prime number.

Encryption. To encrypt a messagem ∈ Zn we computec = Fe(r,m), wherer is
randomly chosen inQn. The choice of the randomness inQn can be done, for instance,
by selectings← Z∗

n at random, and computingr = s2 modn.

Decryption. To recover the messagem from c = Fe(r,m), the randomnessr is
computed firstly, and, afterwards,m is easily obtained frommn = c − r2e modn2.
To obtainr from c, we computet = RSA[n, e]−1(cmodn) = cd modn, and then
r = G−1

n (t), computed as explained in section 2.1.1.

2.1.4 Security analysis

In this section we discuss the security properties of the encryption scheme, namely, its
one-wayness and semantic security against passive adversaries. We show the scheme
is OW under the Blum-RSA factoring assumption andIND-CPA under the DS2eR as-
sumption.

One-wayness

In order to study the one-wayness of the scheme, we introduce a new computational
problem which is closely related. Afterwards, we prove that the new computational
problem is intractable if and only if the factoring problem is intractable. In fact, the
new problem is the natural extension to our case of the questions dealt with in [ST02]
and [CNS02].

In [CNS02], given an RSA modulusn and a public exponente relatively prime to
λ(n), the following function fromZ∗

n to Z∗
nl, for l > 1, is defined:

Hensel-RSA[n, e, l](re modn) = re modnl ,
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and it is proven that the hardness of computing such a function is equivalent to the RSA
assumption as stated in definition 41. With some slight modifications, the arguments
in [CNS02] can be applied to our encryption scheme. Let us consider theHensel-
Rabin-Williams function fromQn toQnl defined as

Hensel-RW[n, e, l](r2e modn) = r2e modnl ,

wherer ∈ Qn. The following proposition can then be stated

Proposition 63 ComputingHensel-RW[n, e, 2] with respect to the keypair generator
(PKRSA, SKRSA, IRSA

Blum), on a random elementw ∈ Qn, is hard if and only if the func-
tionWe is TOW with respect to(PKRSA, SKRSA, IRSA

Blum).

Proof :
(⇒) If We is not one-way, thenr can be computed fromr2e modn with non-

negligible probability and thereforeHensel-RW[n, e, 2](r2e) is trivially computed.

(⇐) The adversary, who wants to invert Rabin-Williams function on a random input
r2e modn, calls an oracle twice for theHensel-RW[n, e, 2] on inputsr2e andr2ea2e,
wherea is randomly chosen inQn. Assuming thatε is the probability that the oracle
gives the right answer, the adversary knowsr2e modn2 andµ2e modn2, whereµ =
armodn, with probabilityε2. Then, it follows that there existsz ∈ Zn such that

ar = µ(1 + zn) modn2. (2.1)

Raising this equality to the power2e we obtain the equation

a2er2e = µ2e(1 + 2ezn) modn2,

from which z can be computed, since the rest of values involved are known. The last
step is the computation ofr andµ from equation (2.1). This can be done by using lattice
reduction techniques (see [CNS02] for further details). Therefore,We is inverted with
probabilityε2.

The following lemma states the relation between computingHensel-RW[n, e, 2]
function and the one-wayness of our scheme.

Lemma 64 The encryption scheme described in Section 2.1.3 isOW if and only if com-
putingHensel-RW[n, e, 2] with respect to(PKRSA, SKRSA, IRSA

Blum) on a random input
is hard.
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Proof :
(⇒) For a random ciphertextc ← Qn2 , the messagem is easily recovered from the

Hensel-Rabin-Williams oracle sincemn = c−Hensel-RW[n, e, 2](cmodn).

(⇐) To computeHensel-RW[n, e, 2] on c0 ← Qn, it suffices to choosem0 ← Zn,
and submitc0 + m0n to the adversary that is able to invert the proposed cryptosys-
tem with a non-negligible probabilityε. (Note thatm0 is intended to match the exact
probability distribution needed for the query to the adversary.) Since there exist unique
r ∈ Qn andm ∈ Zn such thatc0 +m0n = r2e +mnmodn2, the adversary answersm
with probabilityε. Then,Hensel-RW[n, e, 2](c0) = c0 + (m0 −m)nmodn2.

The above arguments lead to the following theorem:

Theorem 65 The encryption scheme described in Section 2.1.3 isOW if and only if
the Blum-RSA factoringassumption holds. Moreover, an adversary againstOW with
success probabilityε can be transformed into a factoring algorithm with success prob-
ability ε2.

Proof : From Lemma 64 and Proposition 63, one-wayness of our scheme is equivalent
to one-wayness of the Rabin-Williams function, that is in turn equivalent to the Blum-
RSA factoring assumption.

Tightness improvement

Kurosawa and Takagi presented in [KT03] an improvement on the reduction we found
between the one-wayness of our scheme and factoring. They provide a very tight re-
duction, that is, an algorithm breaking one-wayness with success probabilityε leads to
a factoring algorithm with the same success probability. Their reduction is quite simple
and doesn’t make use of lattice reduction techniques. They prefer to base the one-
wayness of our scheme on the classical factoring assumption, instead of the Blum-RSA
factoring assumption we use. But there is a price to pay in efficiency in their choice:
a prime encryption exponente >

√
n is needed to prove their result. In this case,

Rabin-Paillier scheme doesn’t present anymore better efficiency in encryption than OU
scheme. See [KT03] for more details and Section 1.4.1 for our discussion on factoring
assumptions.

At this point, we have to notice that, as the previous schemes with one-wayness
based on factoring, there exists a chosen ciphertext attack that completely breaks our
cryptosystem. The reason for this is that a decryption oracleOD for our scheme can be
exploited to compute theHensel-RW[n, e, 2] function. Indeed, lets ← Qn, m ← Zn

andc = s + mnmodn2. Therefore, ifm′ = OD(c), thenHensel-RW[n, e, 2](s) =
c −m′nmodn2. Finally, by applying Proposition 63 computingHensel-RW[n, e, 2]
is equivalent to factoring.
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Semantic security

Let us recall the DS2eR assumption.

DS2eR assumption. The probability distributionsD1,n, D2,n induced by the fol-
lowing random variablesX1, X2 overQn2 are polynomially indistinguishable:

X1 = (n, e, y) where (n, p, q, e, d)← IRSA
BlumPrac(1

`), x← Qn, y = x2e modn2 ,

X2 = (n, e, y) where (n, p, q, e, d)← IRSA
BlumPrac(1

`), y ← Qn2 .

Proposition 66 The encryption scheme described in Section 2.1.3 is semantically se-
cure if and only ifDS2eR assumption holds.

Proof : Semantic security is equivalent to indistinguishability of encryptions, that is,
for all m0 ∈ Zn, the distributions

D0 = (n, e, r2e +m0n modn2) where r ← Qn and

D = (n, e, r2e +mn modn2) where r ← Qn, m← Zn

are polynomially indistinguishable. It is easy to see that the map

Qn2 −→ Qn2

c 7−→ c−m0nmodn2

is a polynomial time bijection. Then, applying Property 18,D0 ≈ D is equivalent to

(n, e, r2e modn2) ≈ (n, e, r2e +m′n modn2), where r ← Qn,m
′ ← Zn.

Note that the distribution on the left side isD1,n.
Besides, sincer2e +m′n modn2 = Fe(r,m

′), andFe is a bijection, thenD andD2,n

are identically distributed.

Finally, sincee ≥ 3 in our encryption scheme, the assumption DS2eR seems to be
valid (cf. our discussion in Section 1.4.3).
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2.2 Lifted-Rabin Elliptic Curve Encryption Scheme

Our aim is to design an elliptic curve cryptosystem with provably secure one-wayness
(in the sense of 2.1.2), with semantic security against passive adversaries and with fast
encryption in the standard model. The scheme uses arithmetic modulon2 and merges
ideas from Paillier and Rabin related schemes. As a result, we first describe two new
length-preserving trapdoor permutations equivalent to factoring. The one-wayness of
the scheme is equivalent to factoring and the semantic security is proved under a rea-
sonable decisional assumption.

2.2.1 Some results about elliptic curves

In the sequel we summarize some results about elliptic curves defined over the finite
field Zp, and over the ringsZp2 andZn2 , wheren is an RSA modulus. Since in this
section we mainly deal with elliptic curves over rings, the notation is slightly changed
from the one introduced in Section 1.4.2 for finite fields.

Definition 67 Let p > 3 be a prime. An elliptic curve over the finite fieldZp, denoted
byEa,b(Zp), is the set of points(x, y) ∈ Zp × Zp such thaty2 = x3 + ax + bmod p,
wherea, b ∈ Zp, andgcd(4a3 + 27b2, p) = 1, together with a pointO called the point
at infinity.

Recall that the setEa,b(Zp) is a group, with the usual tangent-and-chord opera-
tion described in 1.4.2. We denote by|Ea,b(Zp)| the number of elements of the group
Ea,b(Zp). Elliptic curves can also be defined on the projective planeP2(Zp) as the set of
points(x : y : z) satisfyingy2z = x3+axz2+bz3 mod p, andgcd(x, y, z, p) = 1. In par-
ticular, the point(0 : 1 : 0) corresponds to the point at infinityO. Following [Gal02],
this definition can be extended to the ringZp2. The natural mapπp : Ea,b(Zp2) →
Ea,b(Zp) that reduces coordinates modulop, is a surjective group morphism whose ker-
nel is the set{Om = (mp : 1 : 0) | m ∈ Zp}, called the set of points at infinity.

Via the Chinese Remainder Theorem (CRT),Ea,b(Zn2) can be defined as a group
isomorphic toEa,b(Zp2) × Ea,b(Zq2) wheren = pq, andp, q are different odd primes.
In the same way,Ea,b(Zn) can be defined as a group isomorphic toEa,b(Zp)×Ea,b(Zq).
The natural group morphism fromEa,b(Zn2) to Ea,b(Zn) will be denoted asπn. Points
on curvesEa,b(Zn2) can be classified in three types:

• Points at infinity:Om = (mn : 1 : 0),m ∈ Zn, (the kernel ofπn)

• Affine points:(x, y) = (x : y : 1) ∈ Ea,b(Zn2).

• Semi-infinite points:(x : y : z) ∈ Ea,b(Zn2), with gcd(z, n) = p or q.
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Point addition onEa,b(Zp) andEa,b(Zq) can be transferred toEa,b(Zn) using CRT, but
then the factorization ofn should be provided. However, the usual tangent-and-chord
formulas allows us to perform addition of affine points onEa,b(Zn), without knowledge
of the factorisation ofn. In particular, the formula to double an affine point is the
following:

2#(x, y) = (λ2 − 2x,−λ3 + 3xλ− y), where λ = (3x2 + a)(2y)−1.

To deal with points at infinity, the following addition formulas are used:

Om +Om′ = Om+m′.
(x, y) +Om = (x− 2ymn, y − (3x2 + a)mn).

2.2.2 Some previous elliptic curve based schemes

Galbraith proposes in [Gal02] an elliptic curve scheme based on the one-way trapdoor
function

XQ : Zn × Zn −→ Ea,b(Zn2)

(r,m) 7−→ r#Q+Om

whereQ ∈ Ea,b(Zn2) is a fixed point whose order is a big-enough factor of|Ea,b(Zn)|.
The semantic security of the schemeC = XQ(r,m) is related to the following decisional
problem: given an RSA modulusn, an elliptic curveEa,b(Zn2), a pointQ ∈ Ea,b(Zn2)
whose order is a divisor of|Ea,b(Zn)|, and a random pointS ∈ Ea,b(Zn2), determine
whetherS lies on the subgroup generated byQ. The scheme is only of theoretical inter-
est, since it presents a high computational cost, both in key generation and decryption.
Moreover, Galbraith’s scheme involves the computation of the multipler#Q, wherer
has roughly the same length asn.

Koyamaet al. propose in [KMOV91] a deterministic elliptic curve RSA based
scheme. They use supersingular elliptic curves of typeEn(0, b), and thus avoid the
problem of computing|Ea,b(Zn)|, because|En(0, b)| = (p + 1)(q + 1) whenp ≡ q ≡
2 mod 3. To encrypt a messagem = (x, y) ∈ Zn × Zn, the following trapdoor one-way
function is used:

KMOV[n, e] : Zn × Zn −→ Zn × Zn

(x, y) 7−→ e#(x, y),

wheree#(x, y) stands for thee-multiple of(x, y) computed on the elliptic curveEn(0, b),
whereb = y2 − x3 modn. Let us observe that the elliptic curve used to perform the
computation is determined by the message point. Although it is required thatb ∈ Z∗

n in
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order to be able to perform the computation, this condition is fulfilled with overwhelm-
ing probability. Fore such thatgcd(e, (p+ 1)(q + 1)) = 1, the trapdoor is

d = e−1 mod lcm(p+ 1, q + 1),

sinced#(e#(x, y)) = (x, y) onEn(0, b).
A probabilistic version of KMOV scheme has been proposed in [GMMV03b]. Ba-

sically, this scheme is a lifted version of KMOV that works on supersingular elliptic
curves overZn2. For small values ofe, KMOV[n, e] as well as its lifted version are
significantly more efficient than Galbraith’s scheme, as shown in [GMMV03b].

The optimal efficiency would be achieved usinge = 2, but in this case the map
KMOV[n, 2] is not bijective (some points have 4 pre-images, others have none). Next
we show that this inconvenience can be avoided by restricting the set of points, and
using an RSA modulusn = pq such thatp ≡ q ≡ 5 mod 12. In this way, a new trapdoor
permutation equivalent to factoring is obtained.

2.2.3 New trapdoor permutations

In the following, the well-known Blum-Williams trapdoor permutation is adapted to the
elliptic curve setting.

Point-doubling trapdoor permutation.
As in KMOV scheme, only supersingular curvesEn(0, b) will be considered. Thus,
p ≡ q ≡ 2 mod 3. A new restriction on the prime factors ofn must be introduced, in
order to avoid the existence of points of order 4.

Observation 68 If p ≡ 5 mod 12, then|Ep(0, b)| ≡ 2 mod 4, and consequently there
are no points of order 4 onEp(0, b). Moreover, there is a unique point of order 2,(η, 0),
whereη is the unique cubic root of−b. This implies that given a pointP ∈ Ep(0, b), the
equation2#P̄ = 2#P has exactly two solutions:̄P = P and P̄ = P + (η, 0), since
the order of the point̄P − P divides 2.

Now, the elliptic curve analogous to the set of quadratic residues is defined.

Definition 69 For n = pq, andp ≡ q ≡ 5 mod 12, let

Dn = {2#(x, y) ∈ Zn × Zn | x ∈ Zn, y ∈ Z∗
n, y

2 − x3 ∈ Z∗
n},

where the double2#(x, y) is computed on the curveEn(0, b), with b = y2 − x3.
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We say that(x, y) ∈ Zn × Z∗
n is adoubleif belongs toDn. We will also consider the

setsDp andDq defined in the same way asDn but using modulop andq instead ofn.
From the CRT, it is clear thatDn = Dp ×Dq.

Lemma 70 If (u, v) ∈ Dn, thenv ∈ Z∗
n.

Proof : LetQ = (u, v) ∈ Dn. Then, there exists a pointP = (x, y) on the same curve
such thatQ = 2#P andy ∈ Z∗

n. Let us suppose thatv = 0 mod p. This implies
that 2#πp(Q) = O and then4#πp(P ) = O. Since there are no points of order 4 on
Ep(0, b), we can assure that2#πp(P ) = O. Therefore,y ≡ 0 mod p, and we obtain a
contradiction.

Lemma 71 |Dp| = (p−1)2

2
and|Dn| = (p−1)2(q−1)2

4
.

Proof : LetQ ∈ Ep(0, b) ∩ Dp, whereb ∈ Z∗
p. From observation 68 it is clear that the

equation2#P = Q has exactly two solutionsP, P̄ ∈ Ep(0, b). Since there arep − 1
affine pointsP = (x, y) on Ep(0, b) with y ∈ Z∗

p, then |Ep(0, b) ∩ Dp| = p−1
2

. By

considering thep− 1 possible values forb, we obtain the claimed result|Dp| = (p−1)2

2
.

Finally, |Dn| = (p−1)2(q−1)2

4
comes fromDn = Dp ×Dq.

Proposition 72 Let n = pq, with p ≡ q ≡ 5 mod 12. Then, the following map is a
bijection:

∆n : Dn −→ Dn

(x, y) 7−→ 2#(x, y)

Proof : It suffices to show that∆n is injective. ∆n is well-defined by the definition of
Dn and lemma 70. In order to prove that∆n is injective, let us considerQ1 andQ2 inDn

such that2#Q1 = 2#Q2. On the one hand, this implies that there existP1 andP2 such
thatQ1 = 2#P1 andQ2 = 2#P2. On the other hand,P1, P2,Q1 andQ2 lie on the same
curve and2#(Q2−Q1) = O. Thus,4#(P2−P1) = O which implies2#(P2−P1) = O,
since there are no points of order 4 inEn(0, b), and thereforeQ1 = Q2.

We point out that∆n is an elliptic analogous of Blum-Williams function. Before
studying the one-wayness of∆n we define both the keypair generator and the computa-
tional assumption involved.

Definition 73 Let (n, p, q) ← IFAC
spec(1

`), wherep, q ← PRIMES (`/2) such thatp ≡
q ≡ 5 mod 12 andn = pq. Thespecial congruence factoring assumptionstates that for
anyPPTalgorithmA

Pr
[
A(1`, n) = (p, q) | (n, p, q)← IFAC

spec(1
`)

]
∈ negl(`) .

where the probability is computed with respect to distributionIFAC
spec and the coin tosses

ofA.
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Proposition 74 ∆n is a length-preservingTOW permutation with respect toIFAC
spec if and

only if thespecial congruence factoringassumption holds.

Proof :
(⇒) Let us see how to invert∆n efficiently on a pointQ ∈ Dn, given the trapdoor

informationp andq. Since∆n is a bijection, there exists a pointP ∈ Dn such that
Q = 2#P , but also exist another pointR ∈ Dn such thatP = 2#R, that isQ = 4#R.
Let us consider two pointsTp = p+3

4
#πp(Q) andTq = q+3

4
#πq(Q). Then,Tp =

(p + 3)#πp(R) = 2#πp(R) = πp(P ) andTq = (q + 3)#πq(R) = 2#πq(R) = πq(P ).
Thus, the preimageP of Q can easily be computed fromTp andTq by the CRT. In fact,
a point-halving procedure that works in a more general case can be found in [KMOV91].

(⇐) Now we show a reduction from the one-wayness of∆n to the problem of fac-
toringn. To do this, take a random pair̄P ← (x̄, ȳ) ∈ Zn×Z∗

n and computeQ = 2#P̄ ,
which is uniformly distributed onDn. Observe thatπq(P̄ ) ∈ Dq andπp(P̄ ) 6∈ Dp

with probability 1/4. Let us consider that this is in fact the case. SinceQ ∈ Dn,
there exists a pointP = (x, y) ∈ Dn such thatQ = 2#P . Let us consider an algo-
rithm A such that on input(n,Q) returnsP with probability ε. If A succeeds then
2#P̄ = 2#P . We can assure now thatπq(P̄ ) = πq(P ) and x̄ 6= xmod p (note
that, if x̄ = xmod p, thenπp(P̄ ) = ±πp(P ) andπp(P̄ ) ∈ Dp, which is a contra-
diction). Finally,gcd(x̄− x, n) = p. By considering the opposite case,πp(P̄ ) ∈ Dp but
πq(P̄ ) 6∈ Dq, it is straightforward to show that this procedure gives a non-trivial factor
of n with probabilityε/2.

Lifted trapdoor bijection.
Next, a lifted version of the map∆n is presented. The technique used here is somewhat
related to the one used in [GMMV03b]. The following useful property allows us to
lift a point P0 ∈ En(0, b0) to a special pointP on each curveEn2(0, b) such thatb ≡
b0 modn.

Property 75 Let b ∈ Z∗
n2 andP = (x0, y0) ∈ En(0, bmodn), with y0 ∈ Z∗

n. Then,
there exists a unique point(x0, y) ∈ En2(0, b) such thaty ≡ y0 modn.

Proof : Let y = y0 + γn ∈ Z∗
n2, whereγ ∈ Zn. Then,(x0, y) belongs toEn2(0, b) if and

only if

γ =
x3

0 − y2
0 + b

n
(2y0)

−1 modn.

Let n = pq, with p ≡ q ≡ 5 mod 12, and let us consider the following sets:

Ωn = {(x, y) ∈ Zn2 × Z∗
n2 | πn(x, y) ∈ Dn}, ωn = {(x, y) ∈ Ωn | x < n},
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and the function

ψn : ωn × Zn −→ Ωn

(x, y,m) −→ 2#P +Om

whereP = (x, y), and the double as well as the addition are performed onEn2(0, b),
with b = y2 − x3 modn2.

Lemma 76 If p ≡ q ≡ 5 mod 12, then the mapψn is well defined and bijective.

Proof : The mapψn is well-defined sinceψn(x, y,m) is always inΩn. This is implied
by the definition ofΩn, sinceψn(x, y,m) ∈ Ωn if and only ifπn(ψn(x, y,m)) ∈ Dn. As
(x, y) ∈ ωm, πn(x, y) ∈ Dn and thenπn(ψn(x, y,m)) = πn(2#(x, y)) = 2#πn(x, y) ∈
Dn.

In order to show thatψn is injective, let us supposeψn(x, y,m) = ψn(x′, y′,m′) for
some(x, y), (x′, y′) ∈ ωn andm,m′ ∈ Zn. Reducing this equality modulon, we obtain
2#πn(x, y) = 2#πn(x′, y′). By the injectivity of∆n and from the fact thatπn(x, y) and
πn(x, y) are points inDn we deduceπn(x, y) = πn(x′, y′).

Now, taking into account that(x, y), (x′, y′) belong to the same curveEn2(0, b), and
that0 ≤ x, x′ < n, we use Property 75 to deduce(x, y) = (x′, y′). From this, it is easy
to see thatOm = Om′, som = m′.

Finally, let us show thatψn is surjective. LetC = (u, v) ∈ Ωn and b = v2 −
u3 modn2. Then there existsP0 = (x0, y0) ∈ Dn such thatπn(u, v) = 2#P0. Let
P = (x0, y) be the point onEn2(0, b) given in Property 75. Clearly,P ∈ ωn and
2#P − C is a point at infinity, sayOm. Then,C = ψn(x0, y,m).

Proposition 77 ψn is a length-preservingTOW permutation with respect toIFAC
spec if and

only if thespecial congruence factoringassumption holds.

Proof :
(⇒) Let us see, given the trapdoor information,p andq, how to invertψn efficiently

on a pointC = (u, v) ∈ Ωn. Let b = v2 − u3 modn2. ComputeQ0 = πn(C), that is
a point inDn, and letP0 ∈ Dn such thatQ0 = 2#P0. The pointP0 can be efficiently
computed by using the procedure for inverting∆n described in the proof of Proposi-
tion 74. Then, letP = (x, y) ∈ En2(0, b) the point given in Property 75 computed from
P0. Clearly,P ∈ ωn andC−2#P is a point at infinity, sayOm. Then,C = ψn(x, y,m).

(⇐) Now we show a reduction from the problem of factoringn to the one-wayness
of ψn. As in the proof of Proposition 74, take a random pair(x̄, ȳ) ← Zn × Z∗

n and
computeQ0 = (u0, v0) = 2#(x̄, ȳ). Now randomly liftQ0 obtainingC = (u0 +
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µn, v0 + νn), whereµ andν are randomly selected inZn. Note thatC is uniformly
distributed onΩn. Let us consider an algorithmA such that on input(n,C) returns
P = (x, y) ∈ ωn andm ∈ Zn such thatC = ψn(x, y,m), with probability ε. If
A succeeds, then∆n(πn(x, y)) = 2#πn(x, y) = πn(C) = Q0. Thus, by following
the same steps as in the proof of Proposition 74, a nontrivial factor ofn is found with
probabilityε/2.

2.2.4 Lifted-Rabin Elliptic Curve Scheme

Based on the previous TOW permutation, we present an elliptic curve cryptosystem
(ECC) over the ringZn2 which is semantically secure against passive adversaries under
a new decisional assumption, and has the fastest encryption and the strongest one-way
security among the known ECC, in the standard model.

Key generation. Given a security parameter1`, let (pk, sk) ← IFAC
spec(1

`), that is,
pk = (n) andsk = (n, p, q) with p ≡ q ≡ 5 mod 12.

Encryption. To encrypt a messagem ∈ Zn we choose at randomz ← Zn andt← Z∗
n

and letb0 = t2−z3 ∈ Z∗
n. This choice determines an elliptic curveEn(0, b0) and a point

Q = (z, t) on it. LetP0 = (x0, y0) = 2#Q andγ chosen at random inZn, and compute
y = y0 + γn. ThenP = (x0, y) is a random point inωn. The encryption of the message
m ∈ Zn isC = ψn(x0, y,m).

Decryption. To recover the messagem from the ciphertextC = (u, v) = ψn(x, y,m),
the randomness(x, y) ∈ ωn is firstly computed and, afterwards,m is easily obtained
fromOm = C − 2#(x, y). We recall the steps to obtain(x, y) fromC. Let us compute
πn(x, y) by inverting∆n onπn(C) (using the CRT). Next, compute(x, y) ∈ En2(0, b),
whereb = v2 − u3 modn2, by using Property 75.

In the following, the security of this scheme is analyzed.

One-wayness

The following lemma enables us to compute, with overwhelming probability, a rational
function of the coordinates of a pointP0 ∈ Dn, given two special lifted pointsQ1 and
Q2 such thatπn(Q1) = πn(Q2) = 2#P0.

Lemma 78 LetQ1 = (u1, v1) = 2#P1 andQ2 = (u2, v2) = 2#P2 whereP1 andP2

are different points inωn such thatπn(P1) = πn(P2). Let b1 = v2
1 − u3

1 modn2 and
b2 = v2

2 − u3
2 modn2. Let(x0, y0) = πn(P1). Then

9α

(
x0

y0

)4

= −4βmodn
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whereα = (b2 − b1)/n andβ = (u2 − u1)/n.

Proof : SinceP1, P2 ∈ ωn, we can writeP1 = (x0, y1) andP2 = (x0, y2), wherey1 ≡
y2 ≡ y0 modn andx0 < n. Observe that both points lie on different curves. Indeed,
Q1 andP1 are inEn(0, b1) while Q2 andP2 are inEn(0, b2). Sinceb1 ≡ b2 modn,
α = (b2 − b1)/n is well defined.

By using the doubling formula, we obtain

u1 =

(
3x2

0

2y1

)2

− 2x0 =
9x4

0

4(x3
0 + b1)

− 2x0 modn2

u2 =

(
3x2

0

2y2

)2

− 2x0 =
9x4

0

4(x3
0 + b2)

− 2x0 modn2

and then,

u2 − u1 =
9x4

0

4(x3
0 + b2)

− 9x4
0

4(x3
0 + b1)

=
9x4

0(b1 − b2)
4(x3

0 + b1)(x3
0 + b2)

= −9

4

x4
0

y2
1y

2
2

αnmodn2

so

β =
u2 − u1

n
= −9

4

(
x0

y0

)4

αmodn

Note that ifQ1 andQ2 are chosen at random (but satisfying the conditions in Lemma
78), thenα ∈ Z∗

n with overwhelming probability.
From this lemma, given a random modulusn, we can exploit an adversaryA against

the one-wayness of the proposed scheme to build two such pointsQ1 andQ2, and to
derive efficiently a nontrivial factor ofn.

Proposition 79 The one-wayness of the proposed scheme is equivalent to thespecial
congruence factoringassumption.

Proof : Let A be an adversary trying to break the one-wayness of the proposed cryp-
tosystem. Let us consider the following probability

SuccOW
A (`) = Pr

[
A(n, ψn(x, y,m)) = m | (n, p, q)← IFAC

spec(1
`); (x, y)← ωn; m← Zn

]
The following algorithmB can be used to obtain a nontrivial factor ofn.

B(n)
1 x̄0 ← Zn; ȳ0 ← Zn; b0 = ȳ2

0 − x̄3
0 modn
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2 if gcd(ȳ0, n) 6= 1 return gcd(ȳ0, n)
3 if gcd(b0, n) 6= 1 return gcd(b0, n)
4 (u0, v0) = 2#(x̄0, ȳ0), computed inEn(0, b0)
5 γ1 ← Zn; δ1 ← Zn; C1 = (u0 + γ1n, v0 + δ1n)
6 m1 = A(n,C1); (u1, v1) = C1 −Om1

7 γ2 ← Zn; δ2 ← Zn; C2 = (u0 + γ2n, v0 + δ2n)
8 m2 = A(n,C2); (u2, v2) = C2 −Om2

9 α = (v2
2 − u3

2 − v2
1 + u3

1)/n
10 if gcd(α, n) 6= 1 return gcd(α, n)
11 β = (u2 − u1)/n

12 return gcd
(

x̄4
0

ȳ4
0

+ 4β
9α
, n

)
At steps 1 to 4 of the algorithm, a random pointQ0 = (u0, v0) ∈ Dn is built. Next,

pointsQ1 = (u1, v1) andQ2 = (u2, v2) are built by callingA twice using two randomly
lifted pointsC1 andC2 coming from the same pointQ0.

If A succeeds in the first call, at step 6, thenQ1 can be written asQ1 = 2#P1 where
P1 ∈ ωn. This is a consequence of the bijectivity ofψn, sinceC1 ∈ Ωn, and then there
exists a uniqueP1 ∈ ωn and a uniquem1 ∈ Zn such thatC1 = ψn(P1,m1). The same
occurs withQ2 = 2#P2, if A succeeds in the second call.

Let us consider the case thatA succeeds in both calls. Note thatQ0 = πn(C1) =
πn(C2) andQ0 = 2#πn(P1) = 2#πn(P2). But there is only one point inDn whose
double isQ0. Thus,πn(P1) = πn(P2). Let P0 = (x0, y0) = πn(P1) = πn(P2). Since
Q1 andQ2 fulfil the conditions in the previous lemma, then

(
x0

y0

)4

= −4β

9α
modn

if α ∈ Z∗
n.

On the other hand,Q0 = 2#(x̄0, ȳ0) = 2#P0. Observe thatP0 ∈ Dn but P̄0 =
(x̄0, ȳ0) is chosen at random. By using the Chinese Reminder Theorem,πp(P̄0) =
πp(P0) with probability1/2, and independentlyπq(P̄0) = πq(P0) with probability1/2.
So, with probability1/4, πq(P̄0) = πq(P0) but πp(P̄0) 6= πp(P0). The last inequality
implies x̄0 6= x0 mod p. To see this, let us suppose thatx̄0 = x0 mod p. Then,πp(P̄0) =
−πp(P0). From 2#P̄0 = 2#P0 we deduce that4#πp(P̄0) = O. Since there are no
points with order 4 onEp(0, b0 mod p) then2#πp(P̄0) = O and consequentlȳy0 ≡
0 mod p. But, this is not possible due to step 2 in the algorithm.
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Except for a negligible fraction of the values of(x̄0, ȳ0), it can also be shown that1(
x̄0

ȳ0

)4

6=
(
x0

y0

)4

mod p.

Then, by using Lemma 78,

gcd

(
x̄4

0

ȳ4
0

+
4β

9α
, n

)
= p.

By considering the other case,πp(P̄0) = πp(P0) butπq(P̄0) 6= πq(P0), the previous
gcd expression leads to the other nontrivial factor ofn.

Finally, except for a negligible function of` (due to the technical steps 2, 3 and 10,
and the anomalous values of(x̄0, ȳ0)) the success probability

SuccFACT
B (`) = Pr

[
B(n) ∈ {p, q} | (n, p, q)← IFAC

spec(1
`)

]
is one half the probability thatA is successful in both calls. Notice that these two calls
are not independent, since they share the same values ofn andQ0. However, by using
Lemma 13 in Section 1.1.2 with algorithmA, predicateP = “A succeeds” and map
f(n,C) = (n, πn(C)), the following inequality is obtained

SuccFACT
B (`) ≥ 1

2

(
SuccOW

A (`)
)2
.

Semantic security

The scheme is semantically secure under the following assumption:

Decisional Small-x Double assumption (DSD assumption).
The following probability distributions are polynomially indistinguishable

Ddouble = (n, 2#(x, y)) where (n, p, q)← IFAC
spec(1

`), (x, y)← ωn

Drandom = (n, (x′, y′)) where (n, p, q)← IFAC
spec(1

`), (x′, y′)← Ωn.

Proposition 80 The proposed scheme is semantically secure if and only if the DSM
assumption holds.

1The exception are points (x̄0, ȳ0) such that x̄0 mod p is a root of a certain polynomial of degree
8. However, by making some cumbersome calculations, it can be shown that if p ≡ 1 mod 8 then
there are no exceptional points, otherwise, i.e. p ≡ 5 mod 8, there are only p − 1 exceptional
points (modulo p), that is, only a fraction 1/p. (See appendix A for details.)
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Proof : Semantic security is equivalent to indistinguishability of encryptions, so we
have to prove that for allm0 ∈ Zn, the distributions

D0 = (n, ψn(x, y,m0)) where (n, p, q)← IFAC
spec(1

`), (x, y)← ωn , and

D = (n, ψn(x, y,m)) where (n, p, q)← IFAC
spec(1

`), (x, y)← ωn, m← Zn.

are polynomially indistinguishable. From the definition of sum of an affine point and a
point at infinity given at the end of Section 2.2.1, it is easy to see that the map

Ωn −→ Ωn

P 7−→ P −Om0

is a polynomial time bijection. Then,D0 ≈ D is equivalent to

(n, 2#(x, y)) ≈ (n, 2#(x, y) +Om′), with (x, y)← ωn, m
′ ← Zn .

Note that the distribution on the left side isDdouble. Besides, since2#(x, y) + Om′ =
ψn(x, y,m′), andψn is a bijection, thenD andDrandom are identical distributions.

Hardness of the Small-x Double Problems

In this subsection we argue why one should be confident about the hardness of the new
decisional problem presented in this paper.

According to the formula for computing the double of a point on an elliptic curve
En2(0, b) (see end of Section 2.2.1), given(u, v) = 2#(x1, y1), x1 is a root of the
univariate polynomialR(x) = x4 +4x3u−8bx+4bu ∈ Zn2 [x]. Then, DSD assumption
is related to the difficulty of deciding if the polynomialR(x) has a root smaller thann.

Similarly, the semantic security of other related cryptosystems (such as RSA and
Rabin-Paillier schemes) is related to the difficulty of deciding if a certain polynomial
has a root smaller thann. The best known way to attack the above decisional problems
is to solve their computational versions by using Coppersmith’s algorithm as stated
in Theorem 57. This result ensures that one can efficiently compute all rootsx1 of
a polynomialP (x) ∈ ZK [x] with degreed such that|x1| < K1/d. Up to now, no
improvement on this bound has been made. The result by Coppersmith implies we can
only find the roots|x1| < (n2)1/4 = n1/2 of the polynomialR(x), which does not affect
the validity of DSD assumption.

2.2.5 Efficiency analysis

Now we study the encryption cost of our scheme. Since operations modulo a large
number are involved, we neglect the cost of performing additions, multiplications and
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divisions by small integers. We will express the cost in terms of multiplicationsmodn,
because modular inverses can be computed within a constant number of modular multi-
plications.

Generating (x, y) ∈ ωn: 5 multiplications modulon, 1 inverse modulon, and 1n-
length integer multiplication.
Computing 2#(x, y) : 5 multiplications modulon2, 1 inverse modulon2.
Adding Om : 3 multiplications modulon, 2n-length integer multiplication.

We point out thata−1 modn2 can be obtained by computinga−1 modn and then per-
forming two multiplications modulon2. Let c be the number of multiplications modulo
n needed to computea−1 modn. Since the cost of multiplying two numbers modn2

is roughly the cost of 4 multiplications modulon, we deduce thata−1 modn2 can be
computed in8+ c multiplications modulon. Practical implementations suggest that the
valuec = 8 can be taken (see [Bre98]). Then, since then-length integer multiplication
cost is bounded by the cost of a multiplication modulon, the encryption cost of our
scheme is55 multiplications modulon.

Next, we will compare the efficiency of our scheme with the well-known El Gamal
ECC scheme. We assume that El Gamal ECC is performed overFq, whereq is 160 bits
long, and our scheme is performed overZ∗

n2 , wheren is 1024 bits long, which still are
the more usual values. We will express both encryption costs in terms of multiplications
modulon.

In El Gamal ECC the most time consuming operation is the computation of two
multiplesr#P andra#P , wherer is a random integer whose size is roughly the same
as the modulusp, anda is a fixed integer. Then, using thedouble and add algorithm,
the computation of these two multiples requires on averagek additions of points and2k
doublings, wherek is the bit length ofr. Assuming that a point addition or doubling re-
quires about 12 modular multiplications, then El Gamal ECC would take approximately
3 · 160 · 12 multiplications moduloq. Since the time needed to perform a modular
multiplication is quadratic in the size of the modulus, the ratio between the time of a
multiplication moduloq and a multiplication modulon is 1602

10242 . It follows that the en-
cryption time of El Gamal ECC would be equivalent to 159 multiplications modulon,
which is almost three times the encryption cost of our scheme.

Thus our cryptosystem is the provably secure IND-CPA ECC in the standard model
with the fastest encryption procedure to the best of our knowledge. In fact, not even El
Gamal ECC is provably secure, since its one-wayness is equivalent to solving ECDH,
but not to solving ECDL.

The key generation of the proposed cryptosystem is faster than generating an RSA
key, since only the modulus is needed. Regarding decryption, the main cost is due to the
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computation ofp+3
4

#P ∈ Ep(0, b), and q+3
4

#P ∈ Eq(0, b), from P ∈ En(0, b) which
is almost the same as in the other existing ECC overZn2 . Therefore, the decryption pro-
cedure has a very high computational cost compared to El Gamal ECC, so it is unlikely
that our scheme could compete with EL Gamal ECC from a global point of view.



Chapter 3

Semantically Secure Encryption
Schemes against Adaptive
Adversaries

In this chapter we revisit some of the most relevant asymmetric schemes with semantic
security against adaptive adversaries appeared in the literature. All of them use the
Random Oracle heuristic, except for the ACE key encapsulation mechanism, which is
based on [CS98].

In the first place, we identify some ambiguities in the security proof of the popular
generic conversion by Fujisaki and Okamoto [FO99], from which false conclusions can
be drawn. In doing so, we continue with the careful revision of the provable security
techniques initiated by Shoup in [Sho01], where he questioned some properties of the
OAEP scheme [BR95] which were accepted without proof. We modify the Fujisaki-
Okamoto transformation to remove the ambiguities detected, and to prove that the re-
sulting conversion is secure in the Random Oracle Model (ROM). The security proof is
phrased using current widely accepted proof techniques.

In the second place, we re-evaluate the elliptic curve based KEMs presented to be-
come standards, which are called ACE-KEM, ECIES-KEM and PSEC-KEM. We anal-
yse both their security properties and performance when elliptic curves with efficiently
computable bilinear maps (hereafter referred aspairing curves) are used. It turns out that
these KEMs present a very tight security reduction to the ECDH problem over pairing
curves in the ROM; moreover, one can even relate their security to the ECDL problem
in certain pairing curves with a small security loss. The key point is that the ECDDH
decisional problem is solvable in these groups. It is also shown that ECIES-KEM arises
as the best option among these KEMs when pairing curves are used. This is remarkable,
since NESSIE [Nes03] didn’t select ECIES-KEM as a candidate to standardization.

61
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3.1 Fujisaki-Okamoto Hybrid Encryption Revis-

ited

RegardingIND-CCA public key encryption schemes, several powerful generic con-
structions have been designed [FO99, Poi00, OP01b, CHJ+02a], providing practical
IND-CCA schemes by combining asymmetric and symmetric schemes, with weak secu-
rity properties, in the idealized Random Oracle Model. The proposal by Fujisaki and
Okamoto is by far the most known conversion.

Among these constructions, [OP01b, CHJ+02a] present a better security reduction
than [FO99, Poi00]. This is mainly due to the use of theplaintext checking oracle
introduced in [OP01a], which enables to use the concept of indistinguishability against
plaintext checking attacksIND-PCA (see Definition 28). The disadvantage of using this
oracle is that the security of the encryption scheme is in general based on (stronger) gap
assumptions, when the asymmetric primitive is probabilistic.

But, as recently shown, unexpected difficulties were hidden in the development of
secure schemes, in so far as the use of provable security has proved to be even more
subtle than it was expected. The first example of this fact was the claim by Shoup
[Sho01] against the widely believed IND-CCA security of OAEP when applied to a
trapdoor permutation. From this and other findings (see [Ste03] for a nice account), we
are aware that there are ambiguities and misconceptions in the security model, which
can lead to false claims.

We aim at revisiting the widely used generic conversion by Fujisaki and Okamoto
(FO) presented at Crypto’99. The particular instantiation of this conversion with the
Okamoto-Uchiyama scheme [OU98], known as EPOC-2 [EPO], has found practical at-
tacks that lead to a total break [JQY01, Den02a, ST02]. The most serious flaw was
found in [JQY01], where the secret key was recovered in theIND-CCA game itself. The
authors of [JQY01] pointed out that such a surprising result was related to the vagueness
of theIND-CCA model when dealing with invalid ciphertexts. In the case of the original
especification of EPOC-2, an attacker could obtain vital information about the system
from those ciphertexts. The other attacks mentioned above ([Den02a, ST02]), belong
to theside-channel attackscategory. They make use of extra information available in
the real world, such as the running time of the decryption algorithm. This enables us to
distinguish among the reasons for rejecting certain ciphertexts, and is used to launch an
attack recovering the secret key again.
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Our results

We incorporate the comments made by EPOC authors in [JQY01] about FO conver-
sion. Then we show that some ambiguities still remain in the proof of security, with
the outcome that the security result claimed in [FO99] cannot be guaranteed in general.
This obliges us to slightly modify the conversion and to restrict the class of asymmetric
primitives that can be used.

Furthermore, the concept ofEasy Verifiable Primitiveis formalized, and it is used to
give anewsecurity proof for the modified transformation. We show that the reduction
is tight, improving the concrete security claimed in the original work for the Easy Veri-
fiable Primitives. For the rest of primitives, the concrete security is improved at the cost
of a stronger assumption; that is, a gap assumption.

Finally, the resistance of the new conversion against reject timing attacks is ad-
dressed. Since the vulnerability of a scheme against these attacks is closely related to
the design of the rejection rules in the decryption algorithm, we take this into account
when drawing the modification.

3.1.1 Easy verifiable functions

Let X, Y, Z be set families,f : X × Y → Z a Trapdoor Partial One-Way (TPOW)
function with respect to a keypair generatorI andg its partial inverse (see Definition
16). Then, a probabilistic one-way cryptosystemPKEf = (PKE.KeyGenf ,PKE.Encf ,
PKE.Decf ) is obtained fromf in the following way: the keys

(pk, sk)← PKE.KeyGenf (1`)

are generated by using the sampling algorithm forI; the ciphertext for a message
x ∈ Xpk with randomnessy ← Ypk is c = PKE.Encf (pk, x) = fpk(x, y) and a valid
ciphertextz ∈ Zpk is decrypted by means ofPKE.Decf (sk, c) = gsk(c). Note that we
are implicitly assuming thatY is samplable.

New kinds of attacks and computational problems have been introduced and several
applications found in the context of probabilistic cryptosystems (cf [OP01a, OP01b]).
In this new scenario, the attacker has access to aplaintext checking oraclethat checks if
a given ciphertextz is an encryption of a given messagex.

Definition 81 A plaintext checking oracleOPC for a TPOW family f : X × Y → Z,
is an oracle such that for a query(pk, x, z), wherepk ∈ PK, x ∈ Xpk and z ∈ Zpk,
OPC answers 1 if there existsy ∈ Ypk such thatfpk(x, y) = z, and 0 otherwise. (It is
assumed that ifx or z are outside their domains, the oracle also answers 0.)

The new attack is calledPlaintext Checking Attack(PCA), and it can be reformulated
in terms of trapdoor partial one-way functions.
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Definition 82 A TPOW function familyf is Partial One-Way against Plaintext Check-
ing Attacks (TPOW-PCA)if it is a TPOW function even when access to a plaintext
checking oracleOPC for f is given.

This notion is stronger than partial one-wayness, since now the adversary is provided
with extra computational resources. Now we formalize the concept ofeasy verifiability,
informally described in [Poi00], which captures the situation where there exists an effi-
cient algorithm thatverifiesif a pair (x, z) is correct; that is, the algorithm implements
a plaintext checking oracle.

Definition 83 A map familyf is easy verifiableif it is a TPOW family and there exists
a (deterministic)PT algorithmV, called plaintext checking algorithm, with the same
input-output behaviour as the plaintext checking oracle forf .

Obviously, if f is easy verifiable then the plaintext checking oracle forf can be
replaced by the algorithmV, without introducing any modification in the adversary’s
model of computation. These functions are very interesting, since

Lemma 84 If the map familyf is easy verifiable, then it isTPOW-PCA.

3.1.2 Some examples of easy verifiable functions families

It is straightforward to modify a TOW function familỹf : X → Z̃ to obtain an easy
verifiable function familyf . To do this, simply takeY = {0, 1}p(`), wherep(`) ∈
poly(`), and definefpk(x, y) = (f̃pk(x), y), that is, leavingy “in the clear”.

For an arbitrary TPOW function family a plaintext checking algorithm could not
exist. For instance, this is supposed to be the case for El Gamal and Okamoto-Uchiyama
functions. In this situation, we are forced to base TPOW-PCA on a gap problem, which
is a stronger assumption (cf [OP01a, OP01b]).

A non-trivial example of an easy verifiable function is the RSA-Paillier trapdoor
permutation defined in [CGHN01]. A generalization of that function is presented below.

Easy verifiable function families from RSA-Paillier

Let (n, e, p, q, d)← IRSA
prac (1`). For any integerr > 1 with size polynomial iǹ , consider

the subsetΩn,r ⊂ Znr defined asΩn,r = Z?
n + nZr. Then, the function family

fn,r,e : Z?
n × Zr −→ Ωn,r

(x, y) −→ xe + nymodnr

turns out to be a trapdoor permutation family, forpk = (n, r, e) andsk = (p, q, r, d),
whered is the inverse ofe modulo(p− 1)(q − 1).
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This function is well defined sincez ∈ Ωn,r iff zmodn ∈ Z?
n. Note thatfn,r,e is a

bijection. Indeed, suppose thatfn,r,e(x0, y0) = fn,r,e(x1, y1) for somex0, y0, x1 andy1.
Reducing the equality modulon, we obtainxe

0 = xe
1 modn, and thenx0 = x1 modn.

This impliesny0 = ny1 modnr, soy0 = y1 mod r and the functionfn,r,e is injective.
Finally, given(p, q, r, d), to invertfn,r,e on inputz = fn,r,e(x, y), it suffices to compute
x = zd modn. Then,y is easily obtained from the equationny = z − xe modnr. This
showsfn,r,e is exhaustive, and therefore it is a bijection.

The above implies that there exist two PT algorithms that compute bothfn,r,e and its
partial inverse.

Proposition 85 The partial one-wayness of the bijection familyfn,r,e is tightly equiva-
lent to thepractical RSAassumption.

Proof :
⇒) Assume that for somèandr there exists a PPT algorithm,A, breaking the partial
one-wayness offn,r,e in timeT and probabilityε, i.e.

Pr
[
A(n, r, e, xe + nymodnr) = x | (n, e, p, q, d)← IRSA

prac (1`); x← Z?
n; y ← Zr

]
= ε

The following PPT algorithm,B, can be used to invert theRSA[n, e] function in time
T +O(`2) with probability at leastε:

B(n, e, z)
1 y ← Zr, z′ = z + nymodnr
2 x← A(n, r, e, z′)
3 returnx

Then,Pr
[
B(n, e, xe modn) = x | (n, e, p, q, d)← IRSA

prac (1`); x← Z?
n

]
≥ ε.

⇐) Trivial.

Proposition 86 The bijection familyfn,r,e is easy verifiable.

Proof : A simple plaintext checking algorithm works as follows. On input(n, r, e, x, z),
first verify if x ∈ Z?

n andz ∈ Ωn,r, that is,z < nr andzmodn ∈ Z?
n. Then, check if

the equationxe ≡ z (mod n) holds.
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Easy verifiable function families from pairings

In this subsection, a second non-trivial example of an easy verifiable family is de-
rived from ElGamal encryption, by taking advantage of non-degenerate bilinear maps
to solve the Decisional Diffie-Hellman problem. Currently, the only known efficiently-
computable non-degenerate bilinear maps are the modified Weil pairing and the Tate
pairing [Men93].

Let E(Fq) be the group of points of an elliptic curve over the finite fieldFq, with a
bilinear non-degenerate function,

e : G×G −→ G′

whereG is the subgroup generated by a pointP ∈ E(Fq) with prime orderp andG′

is a suitable group. Let us suppose that there are no affine points inE(Fq) with null x-
coordinate. Using the Weierstrass equationy2 = x3 + ax+ b for characteristic different
from 2 and 3, this is accomplished by choosinga, b ∈ Fq such thatb is not a quadratic
residue.

LetW = sP be thes-multiple of the pointP , for some secret values ∈ Z?
p. Let us

consider the function family

fW : F?
q × Z?

p −→ (G \ {O})× F?
q

(x, y) −→ (yP, (yW )xx)

whereO stands for the point at infinity and(yW )x stands for thex-coordinate of the
point yW . Then,fW is a trapdoor bijection family, forpk = (E,G, P, p,W ) andsk =
(E,G, P, p,W, s).

The functionfW is clearly injective. To show the bijectivity offW it suffices to
compute the preimage(x, y) of any (Q, r) ∈ (G \ {O}) × F?

q in the following way.
x = ((sQ)x)

−1 r and y is just the discrete logarithm ofQ with respect toP . The
computation ofx can be done in polynomial time ifsk is given. However, there is no
known method to computey in polynomial time. This shows that there exist two PT
algorithms that compute bothfW and its partial inverse.

Let (sk, pk)← IEC
BilMap be the probability distribution onPKEC×SKEC induced by

the algorithm generating elliptic curve group descriptions with the following properties:

• q is a prime (power) with length polynomial iǹ, such that the characteristic ofFq

is different from2 and3.

• a, b ∈ Fq such thatb is not a quadratic residue inFq and4a3 + 27b2 6= 0.

• q is a prime with length̀ andP is a point of orderp on the elliptic curveE(Fq),
defined by the Weierstrass equationy2 = x3 + ax+ b.
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• There is a unique subgroupG of orderp in E(Fq), i.e. the subgroup generated by
P .

• there is a non-degenerate polynomial-time computable bilinear mape : G×G −→
G′, for a suitable groupG′.

Proposition 87 The partial one-wayness of the bijection familyfW is tightly equivalent
to the hardness of theECDHproblem with respect to the probability distributionIEC

BilMap.

Proof :
(⇒) Assume there exists a PPT algorithmA, breaking the partial one-wayness of

fW in timeT and probabilityε, i.e.

Pr

[
A(E,G, P,W, yP, (yW )xx) = x

∣∣∣∣ (E,G, P, p,W, s)← IEC
BilMap(1

`)
x← F?

q; y ← Z?
p

]
= ε

The following PPT algorithmB, can be used to solve ECDH in timeT +O(`3) + 2T [e]
with probability at leastε, whereT [e] stands for the time involved in the computation
of the bilinear mape:

B(E,G, P,Q,W )
1 r ← F?

q

2 x← A(E,G, P,W,Q, r)
3 Tx ← rx−1

4 Ty ← sqrt(T 3
x + aTx + b)

5 T ← (Tx, Ty)
6 if e(P, T ) = e(Q,W ); returnT ; endif
7 return − T

where,sqrt(z) stands for an algorithm that computes one of the two square roots ofz in
Fq. Then,

Pr
[
B(E,G, P, yP,W ) = yW | (E,G, P, p,W, s)← IEC

BilMap(1
`); y ← Z?

p

]
≥ ε,

since, ifA succeds, thenTx = (yW )x. Thus,T = yW (so, e(P, T ) = e(Q,W )) or
T = −yW .

(⇐) Trivial, computingyW from P , yP andW .

Proposition 88 The bijection familyfW is easy verifiable.



68 CHAPTER 3. ADAPTIVE SEMANTIC SECURITY

Proof : The plaintext checking algorithm works as follows. On input(E,G, P, p,W, x,Q, r),
firstly verify if x, r ∈ F?

q andQ ∈ G, i.e. pqQ is the point at infinity. Then, compute
the pointT = (Tx, Ty) such thatTx = rx−1 andTy = sqrt(T 3

x + aTx + b). Now,
the existence ofy ∈ Z?

p such thatr = (yW )xx is equivalent toe(P, T ) = e(Q,W ) or
e(P, T )e(Q,W ) = 1. Notice that the first equality implies thatT = yW and the second
one implies thatT = −yW .

3.1.3 Symmetric encryption

In the sequel, we introduce a definition for symmetric key encryption different from
that given in Section 1.2.1. Our aim is to be as close as possible to the tools used in
[FO99]. The main difference is that in this new definition the scheme has a restricted
message space, and that a certain relation is required between encryptions keys and pairs
of plaintext-ciphertext.

Let K andM be two (samplable and recognizable) polynomial size sets that re-
spectively denote the key and message spaces. Let us consider a symmetric encryption
schemeEsym = (KeyGensym,Encsym,Decsym), over these sets, with the following prop-
erties.

• KeyGensym is a PPT algorithm that on input1` outputs a uniformly distributed
element inK`.

• Encsym andDecsym are PT algorithms with inputs inK` ×M` and outputs inM`.
DenoteEncsym

k (m) = Encsym(k,m) andDecsym
k (c) = Decsym(k, c). For each

k ∈ K`, Encsym
k is a bijection onM` andDecsym

k is its inverse.

• For each pair(m, c) ∈ M` ×M` there are at mostγ values ofk ∈ K` such that
c = Encsym

k (m).

Such a cryptosystem hasindistinguishability of encryptions(IND-SYM), also called
Find-Guess security in [FO99], if any couple of PPT algorithmsAIND−SYM(Esym) =
(A1,A2) (called “finding” and “guessing” stages of the adversary) have negligible ad-
vantage in the following game:

Game IND-SYM()
1 b← {0, 1}
2 (m0,m1, s)← A1(1

`)
3 k ← K`; c

? = Encsym
k (mb)

4 b′ ← A2(s, c
?)
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That is,Esym is IND-SYM if and only if for allAIND−SYM(Esym),

Adv
[
AIND−SYM(Esym)

]
= |2Pr [b′ = b]− 1| = |Pr [b′ = b]− Pr [b′ 6= b]| ∈ negl(`)

The messagesm0 andm1 generated byA1 must be inM`.
Note that this is a weak concept of security, which considers a passive adversary, but

it is all we require to build a hybrid cryptosystem.

3.1.4 Revisiting Fujisaki-Okamoto hybrid scheme

The transformation introduced in [FO99] from weak symmetric and asymmetric schemes
into anIND-CCA hybrid encryption scheme is revisited below.

The original construction

Let PKEf = (PKE.KeyGenf ,PKE.Encf ,PKE.Decf ) be a probabilistic asymmetric en-
cryption scheme, defined from a TPOW function familyf over the setsX, Y andZ,
andEsym = (KeyGensym,Encsym,Decsym) be a symmetric encryption scheme over the
setsK andM . Let G be a random function overK, andH an independent random
function overY . The hybrid schemeHEFO = (HE.KeyGenFO,HE.EncFO,HE.DecFO),
proposed by Fujisaki and Okamoto, works as follows.

Key generation. The public and secret keys are generated as inPKE.KeyGenf .

Encryption. The ciphertext for a messagem ∈ M` is c = (fpk(x, y),Encsym
G(x)

(m)),
wherey = H(x,m) andx is uniformly chosen inXpk.

Decryption. To decrypt a ciphertextc = (c1, c2), firstly computex = gsk(c1). Then,
computem = Decsym

G(x)
(c2) and returnm if c1 = fpk(x,H(x,m)). Otherwise, return

reject. If it is not possible to computegsk(c1) or Decsym
G(x)

(c2), returnreject.

LetAIND−CCA(HE)[T, ε, qG, qH , qD] denote an adversary against theIND-CCA secu-
rity of the above cryptosystem that runs in timeT with advantageε, doing no more than
qG, qH andqD queries respectively to the random oraclesG, H and to the decryption
oraclesDsk andDsk,c?. When queried with a ciphertextc, the first decription oracle
answersHE.Dec(sk, c). The only difference betweenDsk andDsk,c? is that the second
oracle rejects the queryc?, answeringreject. Then, the result claimed in [FO99] can be
reformulated in the following way:

Theorem 89 If there exists an adversaryAIND−CCA(HE)[T, ε, qG, qH , qD], then there
exist an adversaryAPOW against theTPOWof f in timeT1 with success probabilityε1

and an adversaryAIND−SYM(Esym) against theIND-SYM security ofEsym in timeT2
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with advantageε2 such that

ε ≤ (2(qG + qH)ε1 + ε2 + 1)

(
1− 2ε1 − 2ε2 −

1

|Y |
− 1

|M |

)−qD

− 1

and
T = min(T1, T2)−O((qG + qH) log(|X||M |))

The main drawback of this scheme is that the security reduction obtained in the
proof is not tight, due to the quantityqG + qH multiplying ε1. However, the same
authors improved in [FO01] this result for the particular case of the Okamoto-Uchiyama
scheme [OU98] (known as EPOC-2) and claimed, without proof, that a tight reduction
is obtained for trivial easy verifiable primitives, in our terminology.

Identifying dangerous ambiguities

However, as pointed out in the introduction, several attacks against EPOC-2 have been
found [JQY01, Den02a, ST02]. Despite the changes introduced in FO conversion af-
ter [JQY01], there are still some ambiguities both in the scheme and in the security
proof, which compromise the validity of the above theorem.

For instance, let us consider a TPOW function familyf , andXpk ⊂ Xpk such that
fpk(x, y) is computable in polynomial time for anyx ∈ Xpk andy ∈ Ypk. Then, some
badly generated ciphertextsc = (fpk(x,H(x,m)),Encsym

G(x)
(m)) for x ∈ Xpk \Xpk may

be accepted. This was the case for Okamoto-Uchiyama function in the original EPOC-
2, whereXpk = Z2`+1 andXpk = Z2` , for 2` < p < 2` + 1. This information was used
in [JQY01] to obtain the secret valuep.

As Fujisaki and Okamoto proposed later in [FO01], this attack is avoided if all ci-
phertexts(c1, c2) such thatgsk(c1) 6∈ Xpk are rejected. However, when this change is
included in the general conversion, a problem of a different kind arises. IfX is not a
recognizable set, the checking cannot be performed in polynomial time. In this case the
simulation of theDsk in the proof is not correct.

Nevertheless, an additional oracle could be used to solve this problem. In this situ-
ation, an adversary can use the decryption oracle to solve adifficult decisional problem.
As a result, we could only guarantee that breaking the security of the cryptosystem is
equivalent to solving a gap problem, that is, a stronger assumption than claimed.

This is the case for the Blum-Williams one-way trapdoor permutation (i.e. squaring
quadratic residues modulon = pq, p ≡ q ≡ 3 mod 4), whereXpk = Qn andXpk =
Qn ∪ −Qn. Rejection of all ciphertexts(c1, c2) such thatgsk(c1) 6∈ Xpk means that
the adversary will know if an arbitaryx ∈ Zn is a quadratic residue. Thus, theIND-
CCA security of the hybrid cryptosystem will be based on the gap between the quadratic
residuosity modulon and factoringn assumptions.
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3.1.5 The new proposal

From the above discussion, we know that although it is necessary to check ifgsk(c1) ∈
Xpk to prevent leaking vital information, this cannot be done in all cases.

In this section, we restrict the asymmetric primitives to those which admit a correct
and unambiguous proof of security for the general transformation. We also take into
account the results in [Den02a, ST02], which use the ability to distinguish among re-
jection rules in the hybrid scheme to launch a total break. Thus, we slightly modify
the specification of the decryption algorithm in the conversion. Finally, the recent de-
velopments in [OP01b, CHJ+02a, CHJ+02b] can be applied to this transformation, and
together with the concept of easy verifiable primitives, they are used to give anew proof
of securityimproving the concrete security result presented in the original work.

Let PKEf = (PKE.KeyGenf ,PKE.Encf ,PKE.Decf ) be a probabilistic asymmetric
encryption scheme obtained from a TPOW function familyf over the setsX, Y and
Z, andEsym = (KeyGensym,Encsym,Decsym) be a symmetric encryption scheme over
the setsK andM . LetG be a random function overK, andH an independent random
function overY .

The first change we introduce is that the random functionsG andH are defined
with unrestricted inputs, as explained in Section 1.3.3. We believe it is not realistic to
restrict the inputs of the random functions, as suggested in [FO99], since in a practical
implementation random functions are replaced by cryptographic hash functions. Then,
if a proof of security can be driven for unrestricted domains, this choice is preferable.

Now, X andM must be recognizable sets. Note that this is a restriction only for
X, since almost alwaysM` = {0, 1}p(`), for some polynomialp. In contrast,Z is
not required to be a recognizable set. Instead of this, it is assumed that there exists a
recognizable set̄Z such thatZpk ⊆ Zpk, and that the partial inverse offpk can also be
computed (in polynomial time) on elements of the extended setZpk.

The proposed hybrid cryptosystem,HE = (HE.KeyGen,HE.Enc,HE.Dec), is almost
the same as the original. The only, but nevertheless important, change is that now two
different reject symbols are produced in the decryption algorithmHE.Dec. Thus, when
a ciphertext is rejected, the adversary will know the reason, depending on the output,
and will not be able to mount a timing attack. Then, if the computing time of each step
in the algorithm is independent of the data, the scheme seems to be robust against reject
timing attacks.

HE.Dec(sk, c)
1 if c 6∈ Zpk ×M`; return reject1; endif
2 (c1, c2) = c
3 x← gsk(c1)
4 m← Decsym

G(x)(c2)
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5 y ← H(x,m)
6 if x 6∈ Xpk or fpk(x, y) 6= c1; return reject2; endif
7 returnm

We point out that in theOR operation in step 6 of the algorithm both predicates have
alwaysto be evaluated in order to prevent the adversary from detecting an extra rejection
reason.

Now, the security results are stated. The first theorem is for the special case whenf
is an easy verifiable function family, while the second theorem works for general TPOW
function families.

Theorem 90 If there exists an adversaryAIND−CCA(HE)[T, ε, qG, qH , qD] against the
IND-CCA security of the proposed cryptosystem for an easy verifiable function family
f , then there exists an adversaryAPOW that in timeT1 breaks the partial one-wayness of
f with success probabilityε1 and an adversaryAIND−SYM(Esym) that in timeT breaks
IND-SYM security ofEsym with advantageε2 such that

ε ≤ ε1 + 3ε2 +
2qDqHγ

|K| − qDqHγ
+

2qD
|Y | − qD

and
T1 ≤ (qG + qH + qD + qGqD)T [V ] + qD

(
T [f ] + T [Decsym]

)
+ T

whereT [V ] is the time complexity of the plaintext checking algoritm forf andT [f ] is
the time complexity off .

Proof : The proof is given in Section 3.1.6.

Notice that now the probabilities are tightly related. In the general case, the plaintext
checking algorithm could not exist. Using the access to a plaintext checking oracle
instead, the following result is straightforward.

Corollary 91 If there exists an adversaryAIND−CCA(HE)[T, ε, qG, qH , qD] against the
IND-CCA security of the proposed cryptosystem, then there exist an adversary
ATPOW−PCA that in timeT1 breaks theTPOW-PCAof f with success probabilityε1

and an adversaryAIND−SYM(Esym) that in timeT breaksIND-SYM security ofEsym

with advantageε2 such that

ε ≤ ε1 + 3ε2 +
2qDqHγ

|K| − qDqHγ
+

2qD
|Y | − qD

and
T1 ≤ (qG + qH + qD + qGqD) + qD

(
T [f ] + T [Decsym]

)
+ T

whereT [f ] is the time complexity off .
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Proof : It suffices to invoke the PC oracle into the plaintext checking algorithmV for f .
Thus, by definition of oracle access,T [V ] = 1.

Particular cases

Both in the case of the trivial construction of partial one-way function families and in
the non-trivial family defined in Section 3.1.2, the simulation in the security proof can
be improved introducing only technical modifications.

In both cases, there exist a polynomial size set familyZ̃ and two very efficiently
computable function families̃f : X → Z̃ and π̃ : Z → Z̃ such that for allpk ∈ pk,
x ∈ Xpk andz ∈ Zpk, V(pk, x, z) = 1 if and only if f̃pk(x) = π̃pk(z). Notice that this
property implies the injectivity of̃f . It is shown in the appendix that

T [APOW] ≤ (qG + qH)T [f̃ ] + qD

(
T [f ] + T [π̃] + T [Decsym]

)
+ T [AIND−CCA(HE)]

which provides avery-tightsecurity reduction.
If the trivial constructions are considered,fpk(x, y) = (f̃pk(x), y) andπ̃pk(z̃, y) = z̃

soT [π̃] can be neglected. Moreover,T [f ] ≈ T [f̃ ] so

T [APOW] ≤ (qG + qH + qD)T [f̃ ] + qDT [Decsym] + T [AIND−CCA(HE)]

On the other hand, using the generalized RSA-Paillier function,f̃n,r,e(x) = xe modn
andπ̃n,r,e(z) = zmodn. Note thatZn,r,e = Zn,r,e = Ωn,r andZ̃n,r,e = Z?

n. Then,

T [APOW] ≤ (qG + qH + qD)O(`2 log e) + qDT [Decsym] + T [AIND−CCA(HE)]

3.1.6 Security proof

Let A(HE)[T, ε, qG, qH , qD] = (A1,A2) be the adversary aiming to attack theIND-
CCA security of the hybrid encryption scheme,HE = (HE.KeyGen,HE.Enc,HE.Dec)
described in Section 3.1.5.

In order to prove the theorem, some different games will be considered. Starting
from theIND-CCA game, we will introduce several intermediate games before designing
the game for an adversary who tries to break the partial one-wayness (POW) of f . Each
game will be obtained by introducing slight modifications into the previous game in
such a way that the adversary success probabilities are easily related.

Although in all games the adversary uses the same coins, this might not be the case
for the coins used in the games along the simulation. Thus, different games might lie
in different probability spaces, and the events defined from the view ofAIND−CCA(HE)
might occur with different probabilities. Let us denote byPri[F ] the probability of event
F in gamei.
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Each game will be described as a main algorithm along with some auxiliar algo-
rithms used as oracles byAIND−CCA(HE). The bulleted steps in the algorithms will
indicate the main changes introduced in the game, with respect to the previous one.

The following trivial lemma will be very useful in this proof, since it allows us to
relate the probabilities of an event across different games.

Lemma 92 LetE1, F1 be two events defined in a probability spaceX1, andE2, F2 an-
other two events defined in a probability spaceX2, such thatp = PrX2 [F2] = PrX1 [F1]
andPrX2 [E2 ∧ ¬F2] = PrX1 [E1 ∧ ¬F1]. Then

|PrX2 [E2]− PrX1 [E1]| ≤ p

Since we consider different probability spaces, this lemma is a generalization of the
lemma used by Shoup in [Sho01].

Game0. The IND-CCA attack. There are some minor differences between Game0
and the standardIND-CCA game, described in Section 1.3, but they do not modify any
probability.

Game0()
1 (pk, sk)← HE.KeyGen(1`); G← R(K`); H ← R(Ypk)
2 b← {0, 1}; x? ← Xpk

3 (m0,m1, s)← AG,H,Dsk
1 (pk)

4 y? ← H(x?,mb); c
? ←

(
fpk(x

?, y?),Encsym
G(x?)(mb)

)
5 b′ ← AG,H,Dsk,c?

2 (s, c?)

where the oracle’s answerDsk(c) is exactly the same as the value returned by the
HE.Dec(sk, c).

LetAskx be the event that, during the game, eitherx? ∈ X is queried (byAIND−CCA(HE))
toG or (x?,m) is queried toH, for somem. Then,

Adv
[
AIND−CCA(HE)

]
= |Pr0 [b′ = b]− Pr0 [b′ 6= b]| ≤
≤ |Pr0 [b′ = b ∧ Askx]− Pr0 [b′ 6= b ∧ Askx]|+

+ |Pr0 [b′ = b ∧ ¬Askx]− Pr0 [b′ 6= b ∧ ¬Askx]| ≤
≤ Pr0 [Askx] + |Pr0 [b′ = b ∧ ¬Askx]− Pr0 [b′ 6= b ∧ ¬Askx]|

For the sake of the readability of the rest in the proof, let us defineS1 = Askx,
S01 = ¬Askx ∧ b′ = b andS00 = ¬Askx ∧ b′ 6= b. The above equation can be rewritten
as

Adv
[
AIND−CCA(HE)

]
≤ Pr0 [S1] + |Pr0 [S01]− Pr0 [S00]|
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Game1. In this game, the queries made byAIND−CCA(HE) to the random oracles are
intercepted in order to immediately abort the execution of the game ifAskx (i.e. S1)
occurs. The following functions will perform this task:

G1(x)
1 if x = x?; b′ ← {0, 1}; exit game ; endif
2 returnG(x)

H1(x,m)

1 if x = x?; b′ ← {0, 1}; exit game ; endif
2 returnH(x,m)

and the new game is the same except for replacing the oracles given toAIND−CCA(HE)
by the above functions.

Game1()
1 (pk, sk)← HE.KeyGen(1`); G← R(K`); H ← R(Ypk)
2 b← {0, 1}; x? ← Xpk

• 3 (m0,m1, s)← AG1,H1,Dsk
1 (pk)

4 y? ← H(x?,mb); c
? ←

(
fpk(x

?, y?),Encsym
G(x?)(mb)

)
• 5 b′ ← AG1,H1,Dsk,c?

2 (s, c?)

Since the games are identical when¬S1, the eventsS1, S01 and S00 remain un-
changed in Game1. Then,

Adv
[
AIND−CCA(HE)

]
≤ Pr1 [S1] + |Pr1 [S01]− Pr1 [S00]|

Game2. In this game, the decryption oracle is modified in such a way that it is disal-
lowed from making new queries to the random oracleG. LetQG be the set of all values
queried byAIND−CCA(HE) to oracleG1 to the execution point. Now in this game, all
ciphertexts(c1, c2) submitted to the decryption oracle such thatgsk(c1) 6∈ Xpk ∩QG are
rejected by returningreject2, even when some of them may be valid ciphertexts.

D2sk(c)
1 if c 6∈ Zpk ×M`; return reject1; endif
2 (c1, c2) = c
3 x← gsk(c1)

• 4 if x 6∈ Xpk or x 6∈ QG; return reject2; endif
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5 m← Decsym
G(x)(c2)

6 y ← H(x,m)
7 if fpk(x, y) 6= c1; return reject2; endif
8 returnm

and decryption oracleDsk,c? is modified in the same way. In the main game algorithm,
AIND−CCA(HE) is provided with oraclesD2sk andD2sk,c? instead ofDsk andDsk,c?.

Let F be the event that, in some query to the decryption oracle, the ciphertext is
accepted in Game1, but rejected at step 4 ofD2sk. BeforeF occurs, both games are
indentical. Then, by Lemma 92,

|Pr2 [S1]− Pr1 [S1]| ≤ Pr [F]
|Pr2 [S01]− Pr1 [S01]| ≤ Pr [F]
|Pr2 [S00]− Pr1 [S00]| ≤ Pr [F]

From these inequalities, it can be easily shown that

Adv
[
AIND−CCA(HE)

]
≤ Pr2 [S1] + |Pr2 [S01]− Pr2 [S00]|+ 2Pr [F]

The following lemma gives an upper bound forPr [F].

Lemma 93
Pr [F] ≤ qDqHγ

|K| − qDqHγ
+

qD
|Y | − qD

Proof : Let Fk be the event thatF occurs exactly at thek-th query to the decryption
oracle. Clearly,Pr [F] =

∑qD

k=1 Pr [Fk]. Note thatAskx cannot occur before theqD-
th query has been made. In order to compute an upper bound ofPr [Fk], it will be

better to consider the conditional probabilitypk = Pr
[
Fk |

∨k−1
i=1 ¬Fi

]
, which means

the probability thatF occurs exactly at thek-th query supposing that games 1 and 2 run
identically until this query. Thus,Pr [Fk] ≤ pk and

Pr [F] ≤
qD∑
k=1

pk

Let us compute an upper bound forpk. Now, games 1 and 2 run identically just until
thek-th query, which will be denoted bȳc.

Suppose for a while thatAIND−CCA(HE) is in the ‘finding’ stage. The only informa-
tion available to the adversary in order to generate the cyphertextc̄ is the view of the
game at this execution point, that isView = (pk, TG, TH , TD), whereTO denotes the
sequence of all queries made byAIND−CCA(HE) to the oracleO (that isG, H or the
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decryption oracles), along with the corresponding answers. To find an upper bound for
pk, we will consider the best choice forc̄, for each possibleView.

The eventFk occurs if and only ifD2sk(c̄) 6= Dsk(c̄); that is,D2sk rejects̄c (returning
reject2) whileDsk accepts it. This means thatc̄ = (fpk(x̄, ȳ)), c̄2), wherex̄ ∈ Xpk \QG,
ȳ ∈ Ypk, c̄2 ∈M`, and the equation̄y = H(x̄,Decsym

G(x̄)(c̄2)) holds.
If View andc̄ are fixed, thenpk depends only on the joint probability distribution of

G(x̄) andH(x̄,Decsym
G(x̄)(c̄2)). But this distribution is conditioned by the answers given

by H to the queries(x̄,m) for somem, and the answers given byDsk to the queries
(fpk(x̄, y), c2) for somey ∈ Ypk and c2 ∈ M`. Notice that any queried ciphertext
c 6∈ Zpk × M` is rejected byDsk, independently of the values taken by the random
functions.

In the worst case, all queries inTH andTD are related tōx; that is,hi = H(x̄,mi)

for i = 1, . . . , qH , andc(j) = (fpk(x̄, yj), c
(j)
2 ) for j = 1, . . . , k − 1. Sincex̄ 6∈ QG, then

Dsk(c
(j)) = D2sk(c

(j)) = reject2, and thenyj 6= H(x̄,Decsym
G(x̄)(c

(j)
2 )). These equations

could be incompatible for some values ofG(x̄), namely thoseg ∈ K` such thatmi =

Decsym
g (c

(j)
2 ) andhi = yj for some(i, j). In the (unfeasible) worst case, allhi andyj are

equal and there can be up toqH(k − 1)γ forbidden values forG(x̄). Then, the random
variableG(x̄) is uniformly distributed over a set of at least|K`|− (k− 1)qHγ elements.

There are at mostqHγ different values ofg such that(x̄,Decsym
g (c̄2)) ∈ QH , where

QH is the set of pairs(x,m) queried toH by AIND−CCA(HE). For these values,̄y =
H(x̄,Decsym

g (c̄2)) can be ensured if allhi are equal tōy. Thus,

Pr
[
Fk ∧ (x̄,Decsym

G(x̄)(c̄2)) ∈ QH | View
]
≤ qHγ

|K`| − (k − 1)qHγ

For anyg such that(x̄,Decsym
g (c̄2)) 6∈ QH , the variableH(x̄,Decsym

g (c̄2)) is uni-

formly distributed over a set of at least|Ypk| − (k − 1) elements, because if̄c2 = c
(j)
2 ,

then the valueyj is forbidden. Consequently,

Pr
[
Fk ∧ (x̄,Decsym

G(x)(c2)) 6∈ QH | View
]
≤ 1

|Ypk| − (k − 1)

and summing up, we obtain

pfind
k ≤ qHγ

|K`| − (k − 1)qHγ
+

1

|Ypk| − (k − 1)

If AIND−CCA(HE) is in the ‘guessing’ stage, thenc? holds valuable information. In
fact,View = (pk, TG, TH , TD, c?), but c? depends only onG(x?) andH(x?,mb). Thus,
if x̄ 6= x?, c? does not give any additional information aboutFk, and everything goes the
same way as in the ‘finding’ stage.
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If x̄ = x?, the restriction̄c 6= c? must also be considered. Moreover, there are no
queries inQH related tox?. Then, in the worst case, the joint distribution ofG(x̄)

andH(x̄,Decsym
G(x̄)(c̄2)) is conditioned by the equationsyj 6= H(x?,Decsym

G(x?)(c
(j)
2 )), for

j = 1 . . . , k − 1, y? = H(x?,mb) andmb = Decsym
G(x?)(c

?
2).

The equalityy? = H(x?,mb) is useless, since the only valid ciphertext related to
H(x?,mb) is c?. Nevertheless, frommb = Decsym

G(x?)(c
?
2), only a reduced number of

values ofG(x?) remain possible, but, as above,H(x?,Decsym
G(x?)(c̄2)) is uniformly dis-

tributed over a set of at least|Ypk| − (k − 1) elements, andpguess
k ≤ 1

|Ypk| − (k − 1)
.

Finally,

Pr [F] ≤
qD∑
k=1

(
qHγ

|K`| − (k − 1)qHγ
+

1

|Ypk| − (k − 1)

)
≤ qDqHγ

|K| − qDqHγ
+

qD
|Y | − qD

Game2′. In this game, oraclesG andH are simulated by using tablesTG andTH , as
described in Section 1.3.3. The generation of the ciphertext, which is also different, is
equivalent to redefining some values of the random functions used in Game2. Namely,
G(x?) = g? andH(x?,mb) = y?. But these changes in the oracles do not affect the
probability distribution of the view ofAIND−CCA(HE), since in Game2AIND−CCA(HE)
neitherx? is queried toG nor (x?,m) to H, for anym. (Note that, at step 6 ofD2sk,
x 6= x? sincex? 6∈ TG1.)

Game2′()
• 1 TG ← empty ; TH ← empty

2 (pk, sk)← HE.KeyGen(1`)
3 b← {0, 1}; x? ← Xpk

4 (m0,m1, s)← A
G2′,H2′,D2′sk
1 (pk)

• 5 g? ← K`; y
? ← Ypk; c

? ←
(
fpk(x

?, y?),Encsym
g? (mb)

)
6 b′ ← A

G2′,H2′,D2′
sk,c?

2 (s, c?)

D2′sk(c)

1 if c 6∈ Zpk ×M`; return reject1; endif
2 (c1, c2) = c
3 x← gsk(c1)

• 4 if x 6∈ Xpk or x not in TG; return reject2; endif
• 5 g ← TG(x)
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6 m← Decsym
g (c2)

7 y ← H2′(x,m)
8 if fpk(x, y) 6= c1; return reject2; endif
9 returnm

G2′(x)

• 1 if x in TG; return TG(x); endif
2 if x = x?; exit game ; endif

• 3 r ← K`

• 4 insert(x, r) in tableTG

5 return r

H2′(x,m)

• 1 if (x,m) in TH ; return TH(x,m); endif
2 if x = x?; exit game ; endif

• 3 r ← Ypk

• 4 insert((x,m), r) in tableTH

5 return r

Game3. In this game, we introduce some modifications to avoid the use ofmb in the
generation of the target ciphertext. In fact, the differences between usingmb and using
a random message can be tapped by a new adversaryAIND−SYM(Esym) = (Asym

1 ,Asym
2 )

who tries to break theIND-SYM security ofEsym (see 3.1.3).

Game3()
1 β ← {0, 1}
2 (µ0, µ1, σ)← Asym

1 (1`)
3 g? ← K`; κ

? = Encsym
g? (µβ)

4 β′ ← Asym
2 (σ, κ?)

Asym
1 (1`)

1 TG ← empty ; TH ← empty
2 (pk, sk)← HE.KeyGen(1`)
3 b← {0, 1}; x? ← Xpk

4 (m0,m1, s)← AG3,H3,D3sk
1 (pk)

5 m←M`

6 σ = (TG, TH , pk, sk, b, x?, s)
7 return (mb,m, σ)
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Asym
2 (σ, κ?)

1 (TG, TH , pk, sk, b, x?, s) = σ
2 y? ← Ypk; c

? ← (fpk(x
?, y?), κ?)

3 b′ ← AG3,H3,D3sk,c?

2 (s, c?)
4 if b′ = b
5 β′ ← 0
6 else
7 β′ ← 1
8 endif
9 β′′ ← 0

G3(x)

1 if x in TG; return TG(x); endif
2 if x = x?

• 3 β′ ← {0, 1}
• 4 β′′ ← 1

5 exit game
6 endif
7 r ← K`

8 insert(x, r) in tableTG

9 return r

H3(x,m)

1 if (x,m) in TH ; return TH(x,m); endif
2 if x = x?

• 3 β′ ← {0, 1}
• 4 β′′ ← 1

5 exit game
6 endif
7 r ← Ypk

8 insert((x,m), r) in tableTH

9 return r

The only difference in the decryption oracles is thatH2′ is replaced byH3.
In this game,AIND−SYM(Esym) has two different ways to guess the value ofβ: β′

indicates ifAIND−CCA(HE) guesses the correct value ofb, andβ′′ indicates ifS1 occurs.
Then, two different advantages can be taken into account:Adv

[
AIND−SYM(Esym)

]
=
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|2Pr3 [β′ = β]− 1| andAdv
[
AIND−SYM(Esym)

]′
= |2Pr3 [β′′ = β]− 1|.

If β = 1, the value ofmb is used nowhere in the game. So, the view ofAIND−CCA(HE)
is independent ofb andPr3 [β′ = 1 | β = 1 ∧ ¬S1] = Pr3 [b′ 6= b | β = 1 ∧ ¬S1] = 1

2
.

Moreover,Pr3 [β′ = 1 | β = 1 ∧ S1] = 1
2
, and thenPr3 [β′ = 1 | β = 1] = 1

2
.

If β = 0, Game3 and Game2′ are identical. Thus

Pr3 [β′ = 0 | β = 0] = Pr3 [β′ = 0 ∧ S1 | β = 0] + Pr3 [β′ = 0 ∧ ¬S1 | β = 0] =
= 1

2
Pr3 [S1 | β = 0] + Pr3 [b′ = b ∧ ¬S1 | β = 0] =

= 1
2
Pr2 [S1] + Pr2 [S01]

Then, combining the preceeding expressions:

Adv
[
AIND−SYM(Esym)

]
= |2Pr3 [β′ = 0 ∧ β = 0] + 2Pr3 [β′ = 1 ∧ β = 1]− 1| =
= |Pr3 [β′ = 0 | β = 0] + Pr3 [β′ = 1 | β = 1]− 1| =
=

∣∣Pr2 [S01] + 1
2
Pr2 [S1]− 1

2

∣∣ = 1
2
|Pr2 [S01]− Pr2 [S00]|

If β′′ is used instead ofβ′, then

Adv
[
AIND−SYM(Esym)

]′
= |2Pr3 [S1 ∧ β′′ = β] + 2Pr3 [¬S1 ∧ β′′ = β]− 1| =
= |2Pr3 [S1 ∧ β = 1] + 2Pr3 [¬S1 ∧ β = 0]− 1| =
= |Pr3 [S1 | β = 1] + Pr3 [¬S1 | β = 0]− 1| =
= |Pr3 [S1 | β = 1]− Pr3 [S1 | β = 0]| =
= |Pr3 [S1 | β = 1]− Pr2 [S1]|

Finally,

Adv
[
AIND−CCA(HE)

]
≤ Pr2 [S1] + |Pr2 [S01]− Pr2 [S00]|+ 2Pr [F] =
= Pr2 [S1] + 2Adv

[
AIND−SYM(Esym)

]
+ 2Pr [F] ≤

≤ Pr3 [S1 | β = 1] + 2Adv
[
AIND−SYM(Esym)

]
+

+ Adv
[
AIND−SYM(Esym)

]′
+ 2Pr [F]

Game4. Game3 withβ = 1 can be modified to obtain an implementation of an ad-
versary,APOW, trying to break the partial one-wayness off . This adversary will know
neithersk nor x?. The use ofsk in the decryption oracle simulator is avoided by using
the deterministic plaintext checking algorithmV for f . The use ofx? in the random
oracle simulators is also avoided. To do this,S1 is detected by usingV. In fact, whenS1

occurs,APOW learns the value ofx? and stores it inx′.

Game4()
1 (pk, sk)← HE.KeyGen(1`)
2 x? ← Xpk; y

? ← Ypk; z ← fpk(x
?, y?)

3 APOW(pk, z)
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APOW(pk, z)

1 b← {0, 1}
2 m←M`; g

? ← K`; c
? ← (z,Encsym

g? (m))
3 TG ← empty ; TH ← empty

4 (m0,m1, s)← A
G4,H4,D4pk

1 (pk)

5 b′ ← AG4,H4,D4pk,c?

2 (s, c?)
• 6 x′ ← Xpk

G4(x)

1 if x in TG; return TG(x); endif
• 2 if x ∈ Xpk andV(pk, x, z) = 1
• 3 x′ ← x

4 exit game
5 endif
6 r ← K`

7 insert(x, r) in tableTG

8 return r

H4(x,m)

1 if (x,m) in TH ; return TH(x,m); endif
• 2 if x ∈ Xpk andV(pk, x, z) = 1
• 3 x′ ← x

4 exit game
5 endif
6 r ← Ypk

7 insert((x,m), r) in tableTH

8 return r

D4pk(c)

1 if c 6∈ Zpk ×M`; return reject1; endif
2 (c1, c2) = c

• 3 foreach x in TG

• 4 if x ∈ Xpk andV(pk, x, c1) = 1
5 g ← TG(x)
6 m← Decsym

g (c2)
7 y ← H4(x,m)
8 if fpk(x, y) 6= c1; return reject2; endif
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9 returnm
10 endif
• 11 endforeach

12 return reject2

These changes do not modify any probability. Moreover, the views ofAIND−CCA(HE) in
games 3 (withβ = 1) and 4 are identically distributed. Therefore,

Succ
[
APOW

]
= Pr4 [x′ = x?] ≥ Pr4 [S1] = Pr3 [S1 | β = 1]

and, from the above results,

Adv
[
AIND−CCA(HE)

]
≤ Succ

[
APOW

]
+ 2Adv

[
AIND−SYM(Esym)

]
+

+ Adv
[
AIND−SYM(Esym)

]′
+

2qDqHγ

|K| − qDqHγ
+

2qD
|Y | − qD

In terms of time complexity of the algorithms, the overhead introduced by the sim-
ulation of the random oracles,G andH, into games 3 and 4 can be reduced by using
standard hashing techniques for table insertion and searching. In fact, in almost all
security proofs in the Random Oracle Model in the literature, this time overhead is ne-
glected. It is also supposed that the time needed to check ifc ∈ Zpk ×M` andx ∈ Xpk

is negligible.
Neglecting lower order terms, the running time ofAPOW in Game4 is bounded by

T [APOW] ≤ (qG +qH +qD +qGqD)T [V ]+qD

(
T [f ]+T [Decsym]

)
+T [AIND−CCA(HE)],

whereT [V ] is the time complexity of the plaintext checking algorithm, andT [f ] is the
time complexity off . Also,T [AIND−SYM(Esym)] = T [AIND−CCA(HE)].

Particular cases

Both in the case of the trivial construction of easy verifiable functions, and in the non-
trivial family in Section 3.1.2, the algorithmD4pk can be improved without modifying
the behavior of the game to avoid exhaustive search inTG. To do this,(f̃(x), (x,G(x)))
is stored in another tablẽTG for each queryx ∈ Xpk toG4.

G̃4(x)
1 if x in TG; return TG(x); endif

• 2 if x ∈ Xpk and f̃pk(x) = π̃pk(z)
• 3 x′ ← x

4 exit game
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5 endif
6 r ← K`

7 insert(x, r) in tableTG

• 8 if x ∈ Xpk

• 9 insert(f̃pk(x), (x, r)) in tableT̃G

• 10 endif
11 return r

D̃4pk(c)

1 if c 6∈ Zpk ×M`; return reject1; endif
2 (c1, c2) = c

• 3 c̃1 ← π̃pk(c1)
• 4 if c̃1 in T̃G

• 5 (x, g)← T̃G(c̃1)
6 m← Decsym

g
(c2)

7 y ← H4(x,m)
8 if fpk(x, y) 6= c1; return reject2; endif
9 returnm

10 endif
11 return reject2

The plaintext checking algorithm call toV(pk, x, z) is replaced by the condition
f̃pk(x) = π̃pk(z), afterwardsπ̃pk(z) for the targetz can be precomputed byAPOW.
Moreover, the same standard hashing techniques used in the simulation ofG andH can
also be used here to maintaiñTG, so the time overhead of step 4 iñD4pk and step 9 in
G̃4 can be neglected. Then,

T [APOW] ≤ (qG + qH)T [f̃ ] + qD

(
T [f ] + T [π̃] + T [Decsym]

)
+ T [AIND−CCA(HE)]
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3.2 Evaluating Elliptic Curve based KEMs in the

light of Pairings

Several efforts have been made recently to put forward a set of cryptographic primi-
tives for public key encryption, suitable to be standardized. In two of them (in the first
place the NESSIE project [Nes03], already finished, and in the second place ISO/IEC
18033 [Sho04]), the KEM-DEM methodology by Cramer and Shoup for hybrid encryp-
tion has been included. Let us recall (cf. Section 1.3.2) that within this methodology,
the problem of designingIND-CCA hybrid schemes is reduced to designingIND-CCA
KEMs. Three elliptic curve-based KEMs have been considered so far, namely, ACE-
KEM, ECIES-KEM and PSEC-KEM. Their security relies on different problems related
to the discrete logarithm on elliptic curves. PSEC-KEM and ECIES-KEM use the Ran-
dom Oracle (RO) heuristic [BR93] in their security proofs, while ACE-KEM is proven
secure in the standard model but based on the decisional assumption ECDDH. They
were first proposed as KEMs in [Sho01], the ISO standard draft for public key encryp-
tion edited by Victor Shoup, while in their original form they were submitted by IBM,
Certicom and NTT corporations, respectively.

In [Jou00] a special family of curves, namely, elliptic curves with a non-trivial bi-
linear map were found a positive application in cryptography, designing a one-round
tripartite Diffie-Hellmann protocol. A breakthrough in this constructive direction was
made in [BF01], presenting the most complete and practical identity-based encryption
scheme to the date. Since then, pairings have been found a lot of applications in cryptog-
raphy (see [DBS04] for a comprehensive account), and its study has become an active
research area.

Our contribution

We revisit the security proof of the elliptic curve-based KEMs when they are performed
over pairing curves. As a result, we show that all these KEMs can be proven secure in
the RO heuristic with respect to the ECDH assumption in a pairing curve, and with a
very tight reduction, improving then the concrete security claimed over a random curve.
It is worth pointing out that although the schemes are implemented over a pairing curve,
and we use efficient pairing computations to obtain the concrete security, no pairing
computation is involved in a real implementation. The crucial point is that ECDDH
problem is solvable in these groups.

Since ECIES-KEM has the best perfomance, we conclude ECIES-KEM is prefer-
able among the others if pairing curves are used. This is noticeable, since when using
a randomly generated curve an opposite result is obtained. In fact, ECIES-KEM has
not been selected in NESSIE, while ACE-KEM and PSEC-KEM have been positively
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evaluated.
On the other hand, using [Mau94] there are elliptic curves where ECDL can be

reduced to ECDH. Then, it is possible to give an exact security result relating theIND-
CCA security of these KEMs to the ECDL problem. Moreover, they are closely related
due to small security losses in the reduction. Finally, we provide some examples of
pairing curves where the schemes can be implemented.

3.2.1 Security properties of existing elliptic curve based
KEMs

In the following, we summarize the security properties of the KEMs discussed, as well
as their performance and the evaluation presented in the NESSIE project. We be-
gin with a schematic description of these algorithms. A description(E,P, p), where
(E,G, P, p,Q, u) ← IEC

rand, is added to the security parameter in the input to the key
generation algorithm in these KEMs.

(pk, sk)← KeyGen(E,P, p, 1`) (K, C)← Enc(pk) K ← Dec(C, sk)
1. w, x, y, z ← Z∗

p 1. r ← Z∗
p 1. Parse C as (C1, C2, C3)

2. W := wP, X := xP, 2. C1 := rP 2. α := Hash(C1||C2)
Y := yP, Z := zP 3. C2 := rW 3. t := x + yα

3. pk := (E,P, p,W,X, Y, Z, `) 4. Q := rZ 4. If C2 6= wC1,
4. sk := (w, x, y, z, pk) 5. α := Hash(C1||C2) output reject and halt
5. Output (pk, sk) 6. C3 := rX + αrY 5. If C3 6= tC1,

7. C := (C1, C2, C3) output reject and halt
8. K := KDF (C1||Q) 6. Q := zC1

9. Output (K, C) 7. K := KDF (C1||Q)
8. Output K

Description of ACE-KEM

(pk, sk)← KeyGen(E,P, p, 1`) (K, C)← Enc(pk) K ← Dec(C, sk)
1. s← Z∗

p 1. r ← Z∗
p 1. Q := sC

2. W := sP 2. C := rP 2. If Q = O
3. pk := (E,P, p,W, `) 3. Set x the output reject and halt
4. sk := (s, pk) x-coordinate of rW 3. Set x
5. Output (pk, sk) 4. K = KDF (C||x) x-coordinate of rW

5. Output (K, C) 4. K = KDF (C||x)
5. Output K

Description of ECIES-KEM
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(pk, sk)← KeyGen(E,P, p, 1`) (K, C)← Enc(pk) K ← Dec(C, sk)
1. s← Z∗

p 1. r ← {0, 1}` 1. Parse C as (C1, C2)
2. W := sP 2. H := KDF (032||r) 2. Q := sC1

3. pk := (E,P, p, W, `) 3. Parse H as t||K 3. r := C2 ⊕KDF (1||C1||Q)
4. sk := (s, pk) 4. α := t mod p 4. H := KDF (0||r)
5. Output (pk, sk) 5. Q := αW 5. Parse H as t||K

6. C1 := αP 6. α := t mod p
7. C2 := r ⊕KDF (132||C1||Q) 7. If C1 6= αP,
8. C := (C1, C2) output reject and halt
9. Output (K, C) 8. Output K

Description of PSEC-KEM

A so-calledkey derivation functionKDF has been used in these KEMs. This
function can be considered as a hash function for our purposes (for further details see
[Sho04]). In Table 3.1 we summarize the exact security results known for the KEMs
we are interested in, along with the reference where these results come from. In these
expressions,qK denotes the number of queries made to the KDF oracle,LG is the time
needed to check a Diffie-Hellman triple inG, andSRq is the time needed to compute a
square root moduloq. We point out that in the ECIES-KEM security reduction claimed
in [Den02b], the authors do not take into account the time to compute a square root
in Fq, which is needed in order to obtain the two points inE(Fq) that have a given
x-coordinate.

Scheme Assumption Reduction Random Reference
Oracle

ACE-KEM ECDDH very tight No [CS]
Gap-ECDH ε′ ≈ ε Yes [Sho01]

t′ ≈ t + qK(2LG + SRq) [Den02b]
ECDH Not tight Yes [Sho00]

ECIES-KEM Gap-ECDH ε′ ≈ ε Yes [Den02b]
t′ ≈ t + qK(2LG + SRq)

PSEC-KEM ECDH ε′ ≈ 1
qD+qK

ε Yes [Sho01]
t′ ≈ t

Table 3.1: IND-CCA KEMs concrete security over a random curve

As we can see, ACE-KEM offers several possible concrete security estimates, de-
pending on which problem its security is based. In the case of the NESSIE evaluation
the emphasis is put on the ECDDH problem, since the claimed security is achieved in the
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standard model. On the other hand, ECIES-KEM presents a very tight reduction to the
gap-ECDH problem, while PSEC-KEM has a not tight reduction to the ECDH problem.
Both schemes are analysed with the RO heuristic. In Table 3.2 we have the parameter
lengths in bytes for a280 IND-CCA security bound in each scheme. To compute them,
it is assumed that ECDDH, Gap-ECDH and ECDH problems have comparable security
to the ECDL problem in a random curve. Although this is widely believed, we empha-
size that theseare extra assumptions. Both ACE-KEM and ECIES-KEM use a group
G with a p ≈ 2160 cardinality, while PSEC needsp ≈ 2280. This important difference
arises from the not tight reduction in the security proof of PSEC-KEM. We notice that
NESSIE parameter length estimation for PSEC is not exact (it is stated that a 160-bit
prime is enough), and we argue it in Section 3.2.5.

Scheme Operations Operations (K, C) length Public key Secret key
in Enc in Dec 16-Byte Keys length length

ACE-KEM 5 3 76 80 80
ECIES-KEM 2 1 36 20 20
PSEC-KEM 2 2 67 35 35

Table 3.2: Performance features over random curves (byte lengths using a point com-
pression technique)

In terms of performance, ECIES is clearly the best option. Not only does it present
the smallest computation time, but also the smallest parameter length. However, since its
security is based on a quite new assumption, NESSIE refused to propose standardizing
ECIES-KEM, while accepted ACE-KEM and PSEC-KEM, since these schemes base its
security on well studied assumptions. In the next section we argue that, if pairing curves
are used, this conclusion is no longer valid. Moreover, we provide evidence that in this
case ECIES-KEM arises as the best candidate.

3.2.2 Security analysis over pairing curves

Let E(Fq) be the group of points of an elliptic curve over the prime finite fieldFq. Let
G = 〈P 〉 be a cyclic subgroup ofE(Fq) with p elements, wherep is a large prime. Let
G be a cyclic group withp elements. We say thatE is a pairing curve overFq with
respect toG if there exists a mape : G×G→ G with the following properties:

1. Bilinear: that is,e(uP, vQ) = e(P,Q)uv, for all P,Q ∈ G and allu, v ∈ Z.

2. Non-degenerate: The map does not send all pairs inG×G to the identity inG.
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3. Computable: There is an efficient algorithm to computee(P,Q) for anyP,Q ∈
G.

We call them pairing curves because the usual way to implement the mape is using the
Weil or Tate pairings [Men93]. In this case, the groupG is the multiplicative group of
a certain finite extensionFqk . The numberk is called theembedding degreeand is the
smallest positive integer such thatp|(qk − 1).

Let (E,G, P, p,Q, s) ← IEC
pairing(1

`) be a PPT algorithm sampling pairing curves
and providing a PPT algorithm computing the mape. We denote with the superindex
pairing the elliptic curve hard problems defined in Section 1.4.2 with respect toIEC

pairing.
For instance,ECDLpairing stands for the elliptic curve discrete logarithm with respect to
a keypair generatorIEC

pairing. In contrast, the absence of superindex denotes the parameters
haven generated at random (c.f. Section 1.4.2).

With such a map, theECDDHpairing problem is solvable inG. The non-degeneracy
property of the Weil and Tate pairings implies thate(P, P ) is p-th root of unity, and
then(P, uP, vP, wP ) is a valid Diffie-Hellman quadruple if and only ife(uP, vP ) =
e(P,wP ). It turns out then that the Gap-ECDHpairing and ECDHpairing problems are
polynomial time equivalent inG, since there exists a polynomial time algorithm re-
placing theECDDHpairing oracle solver. We use this fact positively to tightly relate the
security of ACE-KEM, ECIES-KEM and PSEC-KEM to theECDHpairing problem.

Another consequence of the mape is that solvingECDLpairing problem inG can
be transformed into solving the DL problem over the finite fieldFqk , which can be
computed using an index calculus algorithm running in subexponential time. This has
been applied to attack the ECDL problem over supersingular curves in [MOV93, FR94].
We should take this into account when computing secure key sizes for each scheme.

Revisiting concrete security with respect to ECDH

We already know that in pairing curves Gap-ECDHpairing andECDHpairing problems
are equivalent. According to the results summarized in Table 3.1, this implies that
ACE-KEM and ECIES-KEM are straightforward secure with respect to theECDHpairing

problem. Indeed, they present a very tight reduction to theECDHpairing, and the concrete
security estimation is obtained by replacingLG by doubling the time needed to compute
the mape, which will be denoted byTe.

In the case of the PSEC-KEM security proof in [Sho01], the solver of the ECDH
problem makes use of a(t, qD, qK , ε) adversary against the IND-CCA security of PSEC-
KEM to generate a list ofqD + qK elements containing the solutionuvP to the instance
(P, uP, vP ) with probability roughlyε. Since the ECDDH problem is assumed to be
intractable, we were forced to output an element of the list chosen uniformly at random,
so the probability was decreased by a factorqD + qK . The reduction was then not tight.
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Since in a pairing curveECDDHpairing is efficiently solvable, we can find the correct
valueabP by testing the entries on the list, obtaining thus a solver ofECDHpairing with
probability roughlyε within time t+ 2(qK + qD)Te. Therefore, PSEC-KEM presents a
very tight security reduction, allowing the use of shorter ciphertexts for the same level
of security in a random curve, as we shall see below. In Table 3.3 these concrete security
results are summarized.

Scheme Assumption Reduction

ACE-KEM CDH ε′ ≈ ε
t′ ≈ t + qK(4Te + SRq)

ECIES-KEM CDH ε′ ≈ ε
t′ ≈ t + qK(4Te + SRq)

PSEC-KEM CDH ε′ ≈ ε
t′ ≈ t + 2(qK + qD)Te

Table 3.3: Security results over a pairing curve

Hardness of the ECDHpairing problem

When working with pairing curves we are dealing with a special family of elliptic
curves, and then “some randomness” is lost with respect to the original random parame-
ters generation algorithm in these KEMs. Therefore, theECDHpairing problem could be
easier to solve than the ECDH problem. The following question then arises: Must we
trust the hardness of the theECDHpairing problem? We answer this question positively
from two points of view. On the one hand, we take into account the current status of
pairing curves in cryptography research. As the survey [DBS04] shows, they are being
intensively applied by the cryptographic community to design new appealing protocols.
The new problems arising in these protocols can be reduced toECDHpairing. Conse-
quently, the trustness on these new assumptions implies trustness on theECDHpairing

assumption.
On the other hand, using a technique due to Maurer [Mau94], it is possible to gen-

erate certain pairing elliptic curves with a cyclic groupG for which ECDH and ECDL
problems are equivalent. The basic idea is to transport computing ECDL inG to com-
puting ECDL in an auxiliary group whose number of points has a suitable smoothness
boundB. In the latter, the computation of DL can be carried out with a generic algorithm
on subgroups of small size. The running time of this reduction isO(B · (log(p)2) group
operations inG and field operations inFp andO(log(p)3) calls to the ECDH solver
for G [MW00]. Since no attacks (different from Pollardρ method) againstECDLpairing
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with a suitable embedding degree have been found, this theoretical equivalence gives a
good indication of the hardness of theECDHpairing problem.

3.2.3 Efficiency analysis over pairing curves

Computing the security parameter

Let us assume that theIND-CCA security of any of these KEMs is(t, qD, qK , ε)-broken
by some adversaryA. Since this adversary can be run repeatedly (with the same input
and indepedent internal coin tosses), the expected time to distinguish a real encapsula-
tion from random with advantage roughly 1 ist/ε. Thus, the security parameter of the
scheme isnKEM = log(t/ε) = n+m, wheren = log t andm = log(1/ε).

Usually, qD ≤ 230 (that is, up to one billion decryption queries are allowed), and
qK ≤ t = 255. We also consider that evaluating a KDF function is a unit operation (that
is, takes the same time as a 3-DES encryption). Using Miller’s algorithm, computing
a pairing inE(Fq) with embedding degreek can be done inO(k log q) multiplications
in Fq (cf. [Men93]), while computing a square root moduloq takes at mostO(log2 q)
multiplications inFq (cf. [Coh93]). Assuming that a multiplication inFq takes 10 times
longer than one hash query, and thatk ≈ 10, we obtain

t′ECIES ≈ t+ 255 · 102 · (4 log q + log2 q) ≈ 2n + 262 · log2 q

for ACE and ECIES-KEM, and

t′PSEC ≈ t+ 256 · 102 · log q ≈ 2n + 263 · log q

for PSEC-KEM. In the following, we compute the exact security only fort = 280 for
ECIES-KEM and PSEC-KEM, since the result for ACE-KEM is equal to the former.
Settingm = 0 andn = 80, we obtainnECIES = 80 (respectivelynPSEC = 80), that
is, a280 security level in each scheme. Let us compute the minimal parameter length
to obtain this security level. An advantage roughly 1 in the IND-CCA game implies
that the solver computes CDH succesfully with probability roughly 1 in timet′ECIES

(respectivelyt′PSEC). Assuming that|q| ≈ 200, then

t′ECIES ≈ 280 + 262 · 215 and t′PSEC ≈ 280 + 263 · 28.

Both reductions are pretty meaningful and then, to get a280 security level on any of these
KEMs a groupG is enough with at least a280 security of theECDHpairing problem. If
we make theadditional assumptionthat theECDHpairing andECDLpairing problems have
comparable security, then we need a groupG with 149 ≤ |p| ≤ 165 following [LV01].
In the case of PSEC, this is a great improvement compared to a length of roughly 280
bits needed over a random curve.
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Furthermore, using a technique due to Maurer [Mau94], one can build certain pair-
ing elliptic curves with a cyclic groupG for which ECDH and ECDL problems are
equivalent. As was claimed in the previous section, the running time of this reduction is
O(B · (log(p)2) group operations inG and field operations inFp andO(log(p)3) calls
to the CDH solver forG [MW00]. Since in our case the computation ofECDHpairing in-
stances is by far the most expensive operation, the reduction to theECDLpairing problem
can be carried out with a223 factor decrease in security for all three schemes, there-
fore with a total time of280 · 223. Due to this somewhat small factor, the security of
the scheme and theECDLpairing problem are tightly related. This allows us to conclude
that all three KEMs achieve provable security in the RO model, with the280 IND-CCA
bound, in a groupG with a 2103 security of theECDLpairing problem, provided that the
DL to CDH reduction of [Mau94] holds for this group.

Curves Related Assumptions Minimal
Problem security level

Pairing curves ECDHpairing RO 280

Maurer pairing curves ECDLpairing RO 2103

Table 3.4: Discrete log KEMs for the 280 security bound

Performance

It is now time to study the performance of each scheme over pairing curves. Since
all three security reductions are very tight, we have seen that a280 IND-CCA secu-
rity is achieved under a280 security level for theECDHpairing problem. Assuming that
ECDHpairing andECDLpairing problems have comparable security, and that the embed-
ding degree is large enough to keep the DL infeasibility inFqk (in which case, the best
attack known is to use the Pollardρ method inG), a pairing curveE(Fq) with a group
G with |p| ≈ 160 is needed. However, as explained in the next section, the state of the
art in pairing curves prevents us from claiming that|p| ≈ |q| , but |p| ≤ |q| ≤ 2 |p| . The
performance comparison among the three KEMs will be stated then in bit units and in
terms of the size ofq. The results are presented in Table 3.5.

In the following section we present some pairing curves where|p| ≈ |q| ≈ 160.With
these values, the performance features of ACE-KEM and ECIES-KEM are equivalent to
those of Table 3.2, while in PSEC-KEM(K,C) length is reduced from 67 to 56 bytes,
and public/secret keys are reduced from 35 to 20 bytes, thus obtaining a great improve-
ment. From these values, we easily see that ECIES-KEM presents the best performance
in every feature. Since all three KEMs base their security on the same problem, that is,
theECDHpairing problem, we conclude that ECIES-KEM should be considered the best
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Scheme Operations Operations (K, C) length Public key Secret key
in Enc in Dec 16-Byte Keys length length

ACE-KEM 5 3 128 + 3 |q| 4 |q| 4 |q|
ECIES-KEM 2 1 128 + |q| |q| |q|
PSEC-KEM 2 2 128 + 2|q| |q| |q|

Table 3.5: Performance features over pairing curves with 280 security (bit lengths using
a point compression technique)

option among these KEMs over pairing curves.

3.2.4 Examples of pairing curves

In the following we propose some curves in which the schemes can be performed, and
we also discuss why they are suitable. Our aim is to give some examples of pairing
curvesE(Fq) to perform the schemes and where theECDHpairing problem is assumed to
be hard. We start by describing the conditions that a candidate curve must hold. In the
first place, we want pairing curves with small embedding degreek, in order to obtain an
efficient pairing computation. However, we cannot use too small embedding degrees:
we must take into account that the fieldFqk has to be large enough to fit into the required
security level. In our case, we are looking for a280 security level of the DL problem,
which corresponds to1024 ≤ |qk| ≤ 1464, according to the estimates by Lenstra and
Verheul [LV01] and the parameters used nowadays.

Unfortunately, curves with small embedding degree are extremely rare, as shown in
[BK98]. An exception are supersingular elliptic curves [Men93], which havek ≤ 6.
However, inasmuch as we are looking for small security parameters, only supersingular
elliptic curves withk = 6 can fit our purpose. Nevertheless, it is not easy to generate
such curves over prime finite fields, and the popular constructions use the fieldF3m (cf.
[Gal01]).

Following [Gal04], an algorithm for generating curves with arbitraryk and with a
large prime factorp of any form is proposed in [CP01]. Although it solves the em-
bedding degree problem, it has the drawback that it produces curves withq > p2. For
instance, this means that fork = 10 and |p| ≈ 160, the algorithm returns a curve
E(Fq) with |q| > 320. It is an active area of research to obtain pairing curves in which
|q| ≈ |p| andk ≥ 7. First steps in this direction have been taken, for instance, in
[DEM02, BW03, SB04]. From [SB04] we take two curves withk = 6; from the indi-
cations in Section 4.1 in [BW03] and from [Gal01] we derive three curves withk ≥ 7,
which can be used to implement the schemes. These curves are presented in Table 3.6.
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Ea,b(Fq) : y2 = x3 + ax + b; |G| = p

k 6
q 801819385093403524905014779542892948310645897957 (160 bits)
a −3
b 237567233982590907166836683655522398804119025399
p 801819385093403524905015674986573529844218487823 (160 bits)
k 6
q 4691249309589066676602717919800805068538803592363589996389 (192 bits)
a −3
b 3112017650516467785865101962029621022731658738965186527433
p 2345624654794533338301358959942345572918215737398529094837 (192 bits)
k 12
q 92023287709027882526875031742688685992195575554407985826771/

85608987307 (233 bits)
a 9202328770902788252687503174268868433066055296961210513155893123/

268268
b 166153502257875125152959677950069761
p 91343854374875651026643947426601579968226918401 (157 bits)
k 10
q 21359906007365701929042154038677772262650043848653969045852/

74435305514681762435224264786397102081 (320 bits)
a 70368760954882
b 2923005713806642693340194162793958655650818949120
p 24519952037889827157137792820712629242745475072115343361 (185 bits)
k 6
q 3163 (259 bits)
a -1
b -1
p 5898811514266587408542277255807363488506406322973734140/

91790995505756623268837 (259 bits)

Table 3.6: Curves to implement KEMs equivalent to ECDHpairing

A major breakthrough in the efficient implementation of these KEMs would be to
find methods to generate pairing curves with embedding degree at least 7 and|q| ≈ |p| .
In this case, using ECIES-KEM over pairing curves should be suitable not only for pair-
ing cryptographic environments, but also for medium level security settings with con-
strained computing and memory capabilities. This is likely the case for many embedded
systems, such as smart cards.

3.2.5 PSEC parameter length over a random curve

In the sequel we fix the NESSIE parameter length estimation for PSEC. We use the
notation introduced in Section 3.2.3. Let us assume the IND-CCA security of PSEC-
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KEM is (t, qD, qK , ε)-broken by some adversaryA. Then the security parameter of the
scheme isn = log(t/ε) = n + m, wheren = log t andm = log(1/ε), andqD ≤ 230,
qK ≤ 260. The concrete security reduction for PSEC-KEM over a random curve ist′ ≈ t
andε′ ≈ ε

qD+qK
. Settingm = 0 andn = 80 (that is, a280 security level in the scheme),

we obtain
t′ ≈ t = 280 and ε′ ≈ 1/260 = 2−60.

From the last expression, an advantage roughly 1 in the IND-CCA game implies that
the solver computes ECDH succesfully with probability roughly2−60 in time t′ = 280.
However, an algorithm solving ECDH with probability roughly 1 is needed to find the
parameter length. Running this algorithm with independent internal coin tosses260

times and returning the most frequent answer, ECDH is solved with probability roughly
1. The computational effort needed to do this is260 · 280 = 2140. Assuming that ECDH
and ECDL problems have equivalent hardness over a random elliptic curve, we conclude
that PSEC-KEM needs a subgroupG with |p| ≈ 280, since the best attack known is
using the Pollardρ method.
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Appendix A

In this appendix, we compute the number of points(x̄, ȳ) ∈ Zp × Z∗
p such that̄x 6= x

and (
x̄

ȳ

)4

=

(
x

y

)4

where(x, y) ∈ Dp is the unique point such that2#(x, y) = 2#(x̄, ȳ).
From observation 68,(x̄, ȳ) = (x, y) + (η, 0) and by the addition formula

x̄ =

(
y

x− η

)2

− x− η =
x3 − η3

(x− η)2
− x− η =

x2 + ηx+ η2

x− η
− x− η = η

x+ 2η

x− η

and

ȳ =
y

x− η
(η − x̄) =

ηy

x− η

(
1− x+ 2η

x− η

)
= − 3η2y

(x− η)2

Then, dividing both equations

x̄

ȳ
= −(x+ 2η)(x− η)

3ηy
= ρ

x

y

whereρ is a fourth root of unity. This equation is equivalent to(x+2η)(x−η) = −3ρηx,
that meansx is a root of the polynomial equation(x+2η)4(x−η)4 = 81η4x4. So, there
are at most 8 different values ofx, given η. Moreover, there are at most 16 points
(x̄, ȳ) in each curveEp(0, b) satisfying the conditions at the beginning of this appendix.
Finally, the probability that one of these points is guessed at random is at most16/p.

A tighter bound for this probability can be obtained if the second order equation
(x+ 2η)(x− η) = −3ρηx is discussed for each value ofρ. Let t = x/η. The equation
can be rewriten as(t + 2)(t − 1) = −3ρt, and also ast2 + (1 + 3ρ)t − 2 = 0. The
discriminant of the equation is∆ = (1 + 3ρ)2 + 8 = 9ρ2 + 6ρ+ 9.

Sincep ≡ 1 mod 4, (−1
p

) = 1 and there are 4 different values ofρ: 1, −1 and the
two square roots of−1. Moreover, sincep ≡ 5 mod 12 then(3

p
) = −1 and(2

p
) = 1 if

and only ifp ≡ 1 mod 8.

97
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Taking this into account, ifρ = 1 then∆ = 24, that is a quadratic residue only if
p ≡ 5 mod 8. If ρ = −1 then∆ = 12 that is not a quadratic residue. Finally, ifρ2 = −1
then∆ = 6ρ. But

(ρ
p
) = ρ

p−1
2 = (−1)

p−1
4 mod p

that is equal to 1 if and only ifp ≡ 1 mod 8. This implies that2ρ is always a quadratic
residue, so6ρ never is.

Summing up previous stuff, the only values oft come up whenp ≡ 5 mod 8 and
ρ = 1. This two values aret = −(2±

√
6). Now,x = ηt andy2 = x3−η3 = η3(t3−1).

From that, for each value oft, only p−1
2

values ofη lead to existing values ofy. It is
easy to see that there are exactly2(p− 1) points(x, y), but onlyp− 1 are inDp.

This last step follows from a symmetry argument. In all equations,(x, y) and
(x̄, ȳ) play a symmetric role, since(x̄, ȳ) = (x, y) + (η, 0) is equivalent to(x, y) =
(x̄, ȳ) + (η, 0). But (x, y) ∈ Dp and(x̄, ȳ) 6∈ Dp. Thus, only half of the solutions found
correspond to values of(x, y), and the other half correspond to(x̄, ȳ).
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4(2):521–560, 1969.

[Wil80] H.C Williams. A modification of the RSA public-key encryption procedure.IEEE
Transactions on Information Theory, 26(6):726–729, 1980.

[WSI02] Y. Watanabe, J. Shikata and H. Imai. Equivalence between semantic security and
indistinguishability against chosen ciphertext attacks. InPKC 2003, vol. 2567 of
Lecture Notes in Computer Science, pp. 71–84, 2002.

[X9.99] ANSI X9.62-1998. Public key cryptography for the financial services industry :
The elliptic curve digital signature algorithm (ECDSA), 1999. Approved Ameri-
can National Standard.



108 BIBLIOGRAPHY

[X9.01] ANSI X9.63-2001. Public key cryptography for the financial services industry,
key agreement and key transport using elliptic curve cryptography, 2001. Work-
ing draft.


